11 LR 5 %4

MNAEWFNG, TOANEAR, #ATLR; TR A%, #4785

AFERMTAY], BHRLTRAelibo ALATIN, Biods TR, RLMX
TREEE, FTAEZLEZANERI . R EH , AEIRHT % —
Joxt &5 0 $ 09 o F A, TAR B ERGEEM. M T el &igilk, &N

RS EIE- SOl & S

1.1 BRI A 5%

ﬂ

REFRARNBYFGELEE, mAFFATREFGFLELRALER A S
BRI X — o RF T ki & R AR MR B 6G IR 4 HRAE . AL R T AR IR AR
ML, T IS RAZ 5 e T g AT A RAY B s R & L89S &0 TG M L
RAAFNER P RBFNER, A AT I WEA LR et R F ey L

& L8 S RAZ 8 o BR e o 69 By TR -F SR G AL L 7 o TS AR 50 B Am M2 A 3 R BRI
09 ) 3 LR o

A, BRILFAR—RH %,

A (visual illusion) TX TR R AR ZEN HEHH. LR
AR AV T, do By BN ER EXAFAVE O, o A AR T 7T At B A AR A
TAF A FF o

T FAE T B, F—ANE e BB RBTIR SN R S 8k
AARTPHEADBSELELS, m5RATFCNEMTIES (—ANR4. —

B4 o



B AL E, E—RAER, THTREGET P TREGBE”, ni
T HREMBIEF N TR ZOFE”, AHXHRGMEEZANBER, @ ERFLE,
B R AR 8 S8, FEGEE N T RERZIA 7Ry R o Edk, T

EREeMPRERLe—H: BE.

FZRAE, —RAFIHBEEAZERANR TR, AEX BN RELD

BERRE—HORE,

Blue stripe

Green stripe

m K B ( T & T #» W = A 3

http://www.innocentenglish.com/funny-pics/best-pics/movie-dots-illusion.gif) o 5= R 3R L% /0 5




EE R NI4T F RN LB R 422, 3 AT E P E 655 —Bat )
B, TR —ANRGER SIR4A Z@Esh (R2H kA, MLl 5588

BH))o e RIRTAGZ ZRRHEIL, TRAARIALZER LEHFHRIG K, RE
ERHK, FRENANTELBR, MFHIRRTFmigEF R

VA b3 S AL AR G7 AR R RAVEIAL T A AL AT S TR, P A AL REH,
11.2 % 5 k&

ML L HRERRF . WA ALmBLA LR, 2ENTFE R —

HAALIL o
HM B SR ) A B AR A . A T AR B AR KR, H B R

FlRKLR A uT ], A m ey BT TAA S A T HH5HM R
%

Ao BB G LS REI—Fr 5 egadh, BF cryptochromes, & 7EFN4iE

NP RA AP AR IR AL R e, AT AL R R LB I L w+

BT EMar.
}}(o K@ﬁ%/‘%%ﬁ"fﬁ**‘#, &Ugiéﬁgé%n%%ﬁo
AL B GO AL T 91 B 69 B i 45, BRAF 49 AL W BE (retina) A SH S

i1

=3



Ja A e Ty A% 3% B i A9 Sh) iR R AR (lateral geniculate nucleus, LGN). &
B K a9 AL & (visual cortex) , & A AL 18 %

AT T AL ) B B Yoo B2 SLAT S RATHE 5% LG Ao i, R ATH9IE IL
Yoo X—RMEBA T HRAMGAL RLK, LTHA T T RAL G -E LR K,

Jo B 12 T ALAY 2 5 4m I 88 cryptochromes #= melanopsin.

11.3 BR PN 6940 22 4m e,
K IFH G AT IR A AL B Gk AR
& F R (1596-1650) f£ 1637 469 <7 ikiy —H P E 2 TF-REF M. *
12 F 5 BREG GEAY — B PR AR Eagib 2t (JG kAR A AT
B) o G FRAE $ %33 b IR S KRBT R AL IR AL M B4R 6915 Bad

T ALA 22 MR BE 22T B K 69 i AR

W S A an AR . ARG IRFONAT E G A AR A RAR (SRR AL Rk
TER, ARIEA &4 lens) Kautk (vitreous body) ALF . LR AT 22 &n i@
FAAP 2 (optic nerve) Winikdt. WM AN A ZBivlmiotbid bz 5, $—
B A B Stm e (photoreceptors) , % =48 4 M HE.4m it (bipolar cells), % =B A

!

A 2 % 4m B (retina ganglion cells, RGC) ., #L M

MR R AEEBIE S m RS54 6K

F 4m fi. (horizontal cells) F= o % A2 41 At (amacrine




cells), X ¥ 2~ — | & JL F fif 3] 52 X Santiago Ramoén y Cajal (1852 —1934) 8, 4L
2o
Bk A, ANEWE—BEAmIRA AP AAT@mIE (rods) FoALsE 2a e
(cones), 1675 4 Anton van Leeuwenhoek (1632-1723)3k 7T £ WK 5] T
BAmie, @—48 %4569 Gottfried Reinhold Treviranus (1776-1837)4%

RTRAE@mIE, T4, 4£2E 4 Rudolph Albert von Kolliker (1817

-1905) %5 Max Schultze (1825-1874) BH#& T AW AL 28 AL 69 45 & Fv B K 4m

.o A& B A Schultze Bf @ 69 AT Fo A4 28 12 o

ARG 2T BRI T IR T A AUAT am R e AUAE fm BB )7

AAT 48 IO A — B3R K A9AT IR 3R 4, AR A< 4h X (outer segment) , A2 B HAF A o
AT LA BTk % T4 AEH 1.2 1CAAFm I, mA% 6 F 77 A4 48 I,
B ARl RAEAL PG A R B, el A FTAFEF P W, RA % EH

P09 ANAE R, XA AAT I, AT I £ 2% Bedo PA RS, AR M LR % N F) B9

=

e, RIH G E— R

Hecht 4 (1942) #= van der Velden (1946) % 31,2 % 2m B3t 69 SO 3B 5,



3 tm B RR T VAR AN F A RO o ReAl] 89 AR )& k4K Stanford K 52 69 8F 54 B
B AEH 0 F AR PTIGE (Baylor, Lamb, Yau, 1979), fZik&et, AT R4e 5 % 8

MEF o

i,

H

AR AR K A B 5 # 4% Willy Kithne (1837-1900) 7 1878 5 & I.: ik %
FAEENEAMREEFANGE 2, — &t G4t iT,
B ZRXAME, THHE FHit. YR EF, AA

T AT KRBT o S0 RAFEF A AR IR AL F T 4o b

RAGIL, REXNF, RAMAFIAGRAIEA, R
BRERGARGE —RERLIFRHRT AT, FEE, —JEFTEHXLZE, T—X&

P T 5% 2 AR

11.4 ALK R4 LR G

1851 4, #&£ H 49 Heinrich Miiller (1801-1858) A AL M L P AAT 2 L 2 40 &,
TNy R P 4 dm LG e 41 G BT R (Miiller, 1851; Ripps, 2008).

1877 4, 42 H 4 32 % K Franz Boll (1849—1879) % ., /L5 AT 40 e A 4 &, |
K20 #EERF E 60 #)EmATE, W HBANAT@I T G EE, 1
MALCEH R, RABERARMEE, EBEL2 NELRALE, RHRT
T HZGM (A, LHR T ik 52 G469 % 2. Boll 328 AT fm i s B A 457k
W, Bt kA at Az, 2 5455 K (Boll, 1871; Wolf, 2001; Ripps,
2008) . T Boll & kit 3 s B M 454 mn R AL 4k 4 TAE, 30 ¥ 45T,

Boll 49 LR &6 RA, 1&E #ia% 6 Kihne Fr45 4 4: A7 7. Kithne VLAT
YA ER G, W 1877 £ 1882 F 1o & uf Al etk A AF RALM L, Kok 22 /&

#8 % 894 S (Wolf, 2001) .Kiihne 3§ BOll 69 ALAT & & AR A <A % (visual purple) ,

6



Kiihne Z IR G 5 AT 2 i0 69 12 B0 LR A K C X F 25 — At AW
& % k) tmfe (retinal pigment epithelium, RPE)., R /& RPE A& H LT,
WHRIEGWAAT LT RS T EHRA K E o ELIIE G Fo LRAT E S ik 1A
I, Ruegsh B gl m Rt T4 X —3f, gREShLEAALX (Wolf,
2001) .

Kithne % B 7 3R IALRL 69 7 ik AR T, YL EF= RPE 97, LM IE
AL, BHHBARE, KREh AR IER, AATF@IRERE, PLEBBERE %
R o EALEHAGHR. i@ FERE. 27T TR, Kihne 0] ¢
A&, Kihne ZIALEHFAH AT A R, RELEE. WAFHRE:
RAE AL, AR BR = MR AP 2 (Wolf, 2001). Kihne #) T/ A
FAFAN G 69 PR B) 5 F KT, SF AL B 4R 9T Kihne £ ILa9ALE, 2 #
R b — R EINmNE 9% G rhodopsin, 3% A“FE LT,

ALK RO ARG, AHASANARERZEF DT EHEm R =T
@, B SEANAEHENOHR, ZFHEFELEG G RABRIN 5. 1983 F,
% H s A3 K5 49 Hargrave 5 #= 7 Bx 49 Ovchinnikov % 478 i 5 & k&, &
FHMKFAERG G L2KAT.

LAf Cdnde RiELE I 19 5] 21 AN A& G BRKE IR, 3T AL R da I IR
Bgof it , MALE R G 69 2B Jp 5] 7T Al sk L AN IR X B, B ATIR 89 L R
Fav, EAESFE L, REAA— 22Kk (ELERERETK) 5 G HEBIK,
Frif“GPCR”(G & G418 Bt 24 , xF & K 4m At 69 BF 50 4 & LA % 0% & 2 GPCR,
MEEG R TFREN GPCR, m B EREMRTIKRFRBNE S TFHRHEN

GPCR, X L¥FH 49 GPCR £ A LA,



TRAE RS —BEH (RARFF]) &, #—F F Rk L= geg 2L
#o MEREGLIMIT ML KGR —4F, AARMERLE X K454 &
R&EM . 1997 4, B AH Kimura 5 7 A& w452 3 RS H RN T m AL
EawgsH (Kimura ef al., 1999). 1999 4, FEAFE KA 1.9 2P EMHT
m AL R G = 4254 (Belrhali et al., 1999), Xk A AWHETFT L E
B K. 2000 -, XEL5 B AHFRMATTRFAE RGN LM, I

T T AL B 45 A4 5 (Palczewski ef al., 2000) ,

115 %A% A 5l
NP BRI RALF B A EZRGR, TFZL T
T Abde Kithne AT XA I T ML R G, NEE. BFHE. FEIR
&, 2R ERTRENENRERY, RiZAHS—oT, FRRERKE T

Bk (Wolf, 2001). EROFABTHELNERGLEST &R FBEHT

&

ME B ENEREREARGEEF AR X LT EAANKE TS A LAL
BA TS Rde— A, @ BEAAERE 5ERAX (Wolf, 2001). Ak
Sk (ALAT 460-325) & AR R AU AE. 1913 F, B R F K5 69
Elmer McGollum %5 Marguerite Davis. Hf-& X % 49 Thomas Osborne 5 Lafayette
Mendel £#HRE RAKE B EHRR FIRPTRALEE A 1925 5, A L5
AAAR K% T A B R P76 Fridericia 55 Holm fEA 44 2 A A 50028 )6 A
AR, R R TRMBEELEE A SR E R £ A, Yudkin T 1931 4E8)
AR A F A

XK FHEEBAF K George Wald (1906-1997) F 1927 a4y kP LS

8



HANT LI K G, AFR A S —F o7 it B RARAe Selig Hecht (1892-1947) #4948,
J& i Hecht 7 57 . # K %49 Hecht & Bf ¥R F A0 AP K, 1919 8 12
R e A RKEAL AR S, B MG AP A A, £8P 2R % S(Hecht,
1919), Wald AF70 AR A RBAE, KARIE AGLRMMZAL, 1932
F ¥ 342 (Dowling, 2002) ., Wald 2] & B #1455, £ %) JF A Otto Warburg
(1883-1970, B A 7 4m fe AL R A2 69 U] dm 3k 1931 F45 MW /R £ 3 %) Paul
Karrer (1889-1971, MM A AL FE R L 544 F A 69 £ Z 3K 1937 i N R4k
F 4) | F= Otto Meyerhof (1884-1951, B #F 748 B ff dn 35 1922 535 W /R AR K),
Wald £ = ANEBF % 3] T AR %8 Ffa 04 7 % (Dowling, 2002) ., Wald #F %,
A H 18] 5 3 B9 AR SRR A R A A R T s AT, e A R 5 3] 69 A AT A
R B8 Ty it LA AR LRI 89 A AT, AT B 5 AL 6 5T
AR F A T2 69 T4, Wald £ Warburg L3 F 32 F Ao 47, A
LM EFEOMEN ST TRASE R A, Warburg 23 Wald J§ A E &89
Karrer, Wald & Karrer £3F 40 74, F. HHAARIE, #HIAHRES%ELEEZ A
(Wald, 1933). 4 2]/ E %k KA5 K Meyerhof £ipE, AILt+ FtiR
JEHARMIE, fAEF A MXGSTAHIARR, FRRRGKE, Kmith LR
(visual cycle) F 4. 1934 4 Wald © 5| £ H, ML XFREF R ELE
A 5w e %% (Wald, 1935, 1968), H#euAfefs) F JU+ 469 TAE et T T AL M iR
HACF 69 ZAF, A Z IO ALNE IR AL W SR A AL ST BE 69 AT L AR, AR
71 (all-trans retinal) %5 11 A (11-cis retinal) . /& Z 8 BF, 11 IRALE B 540 %
FOHAREMNELE L, S LA ARG T HARY —A, X—HERT;

R, 11 AT TMALRBNETE, HELE RS, MABSE, &



FALE BEAEIRTA . IR LB GIEIR. RALBIER, B AERAR
(Smith, 2010), A% BRI FM 6k ERE, £ 102 rR K4, Lz

THAELTBRRE—F, mA S,

s HiC_ CHs CHLOH
2
CH; W
H20H

BLE T BEALE RO RS MR BT, AL THNG)GEALLK, 4
SERBFEZATRE (o, B, V), BEE Gol kst bR ERR BB, /&hER
cGMP (Arshavsky %, 2002). ZHAMHHAMIE, Blmipey L, 2% 12
12 F 5% cGMP, 1985 < 257 3 AL 5 [T A 4 ) B AT 7 PT 49 Fensenko 4 & &b X,
PR R AR BORE B 3 69 R e m e & LS AR AR cGMP Pk e & Fidid, 1248 5
FFosG BT RANEILN, AR AmL,

Bt e A TR U b — AT & EAOR R B R AURE, T A
YEwls, mAE RGBS L@, AT A i, ok, ABCR g et
&, RABKE, mARME . £LZE T, BALMEBESATZER SRR £ X
Jioi P R — A R AT RAY Zdn e, AL B K 4 RE A AL 69 - R BR 2T T R A9
AR R AP R B AR A, A SR ApH], X Bk T AU 40 iE A m R ) 69 - RBR
TR BB S A0 M m L, R IR S B Ay B 4 IR A - RBR 6 L,V AR

SEAR AR 5 T A R ER R 6 A am A, A2 LR G B A - BB, Y i AR 3 AR K A

1.6 &E 8 =REFH
FEE#A% X4 % (Robert Hooke, 1635-1703, 3tk 2iEegzh%) F 1665
SR RRBBIAR SN A ETR SRR GRE. A E LT,

B K f et F AR £ @50 69 AR AR N B R AT

10



Hm (1642-1727) 5B A7 H 5| AT A LS AARAR Fk. F0
AR LF R LG, T 1704 FL Kk GLFY —F. WHEFAHE, X
R #Gn T 1672 -85 R AR AR E 0 RF A, AT AL, F 4

i 690 RAYZ RGN R B, #dR B “May not the harmony and discord of
colours arise from the proportions of the vibrations propagated through the fibres of

the optick nerves into the brain’, £k % A R B ol 45 A FAAY 2, 45N K d 5
BRAMERERR . £ARTAYEENT, FMEA RIKG ik,

=B & %41y George Palmer (aka George Giros de Gentilly, 1746-1826) F
1777 S8 B R Ed =4, LAUH ZAPER, & 2. K. ARBEAGA
ZARR B, T Ak, SRBUEA R LR, P, AXER
A ZFP R 0 W) B IR IR, w3 AL IR A9 AR R 5 LA 69 B2 AR AR A
B % ANiAA Young % — 1t &t =R €695 —4=, R & T Palmer 69 TT#K,
% K Palmer 72 22 i A4 22 LA kiko

3 [E 44 % Thomas Young (1773-1829) F 1801 4 F4%. 1802 £ & & #“k
ol 092k AR THMAE CBFEY PR ESE T ITHRE, Young i,
BALP L0 A ST TR AT B, H— B e LR F kY, AT
FRREARGBAL, ke =R E, 2. F. B, H—HUKEGREXI RS

RAR Yo AP 20 BT TR =3 %, 2 —FREMKZE. ETALAL

=1

XEFRE, Lot RBFRNMEE=ZF R ESH LTI LR AN,

11



ERAMEFE R E LM EH (James Clerk Maxwell, 1831-1879) FafzH A M % R

#48% 7% (Hermann von Helmholtz, il l |
il ‘ il i
1821-1894) % J& 7 Young & &, i 32 <l 'I : 8 ”:‘;‘.I I
[ hir.\' itd 4! i

o ZAMFHTL 1861 FRTTH

q
AL
5, 1848 69 T s WA TR 00 00 24 32 e RELAEES

V4 7] Y “ R ; 73

FHEANF@B AT, BARTAAVEG AR, FTEL, "AKT Young

0932, RBAH AT E, R, G R RHER, B E 6 AT =
MAY ZH RRARENRE, FRARGE L. fg i B EREHTR=AME
REZRE, TiEZBINHETOHFILRA T,

7% 2% 2 4 19 52 % Ragnar Granit (1900-1991) 7234 69 5236 8 3L F) 69 AL4E

)

LT R - R xF 2 B R @ (Granit, 1941, 1943, 1945) . A G940 I 3] R A
JURES 2RI AE 2R KA, H 3| 1964 F 4 b % B & -5 20 K5 6985 7T
#% (Marks et al., 1964) . A K =Fp D4R 4 R0 5 A AL B9 DX K 5 %] 2 @ 564 nm,
533 nm Fw 437 nm. BAIS ALK GAE, mEALERABEG ML,
PAFREMNAK (L) F (M), £ (S) K mic. TE Y &t miest
KRR, PirékEa (opsins) A EKETE . REA X E I RAERL

28 i o

11.7 &5 699 F Fad
Wald A RS R FE & 90 89 aa e, R I EMAR AR B, A2 P 89 L&/ & R Fo
AR, AT RB| AR R R & R 69 &k G2 1980 K AndA, Jeremy Nathans
(1958-) f& Stanford kK # A% 4, FJ7 A David Hogness, Hogness Ak 1960 4

RARF R RIBEF 60T EWF, T RE ) R F A4 5 H K, 12 Nathans

12



m N Hogness LI 69HF R, ROMWMAENEREGLR, m L BFERBIRE
T RAN KR

1982 F e HFALEGHIFRSRARTINA LT . 1983 F£EH 4 Hargrave
Fn 77 3% 49 Ovchinnikov 247 3K 43 7 4405 & & 89 & K Z LB T 7.

CamIEFRABONERGE, EAHTREINELHATGR? 1983 F,
Nathan %5 Hogness #7437 #1869 F ok o ATIEM B &5 09 6K G (RN
PR AAMRANMENEG, BA R ZZGLETNEDIRY) 5 EERGA LS55
AP, BT VAT LAB ALK R & K B ALAE L& & . Nathans ¢9#F LA TwH. %
—¥, B e seFNERaHRL /I, KA LHDE cDNA @AM LeKE
ARG BIEBRFT); H=F, AFHNAEREGRRTEAGLEEGLAR; F=
¥, AMEEOERFRALELEONER; $F9¥, T HEANELE G T L
G o

Nathans 49 % — % 2 A o0 F A M5 & K, @ Hargrave #= Ovchinnikov £ Ji &
MACTF Trik. AYILT 5 BUARM LR L, 22 S XARBA R, A EALRRT
BROGER . FRAEDF I ERENE, AT 5 FAEMF G, AR LT @ T A
R — 2 ({2 dE 230) AW E G T ik, thde, B30 AR A I HELT,
#] % DNA 341, k44 KIER % DNA &% 348 5 69 2K & F . Nathans
#» Hogness 4 #% Hargrave % (1982) fRi&#9F AL ¥ KA 35 /F5], #14& DNA &
A, i@ ad E ARG AALEE G 69 cDNA, ZENALEE G 2K ALK E T,

% =¥, Nathans L% R &G KA 6 558 H 84T, £ A cDNA L& P
FERAMALE G BEFNEEG G — 732 TAGTACTACTTGT, R4 A

ALK EROME X —RTRAEZAN, 2B 5B @81 BAK R IR

13



AAAAR BB TR, R AR R G R BORA R R ARG ALK & @ JL B . Nathans
FRALR T B T Fr R K A e H 2 A E & 49 DNA, Nathan #= Hogness F
1984 #£3RERFINAGNEEGRERA, LALRF 75 F 05K GHEMUEA
93.4%.

F=%, AAMPEZREGAR DNA R4, FRMEALRGGERA,
AT R AR K QLR Z SR RO H 0PI AR . AR AL A AL
BB G AR MARAT, @R A 45, KB A=A R . Nathans 4 (1986)
B IEA G i 69 IR B AR A % LA AR, T HALE & G 694X 41%.

S 7T ) 21X = /N FR R A8 xd A+ & 2R €2 Nathan 5572 1986 589 5 — B<H 3
W IARIE, WRIEEH &4 DNA K B Fota 5 T Nathans 3543 69 K B 49 547,
M ZTIRAEETIT R X FXAZANRBHEF LS5 TFEDFRELG RS

e X— R IR TAEA &L TH R LA,

11.8 &7

CHgE— R, KEAMR RN ZFANAEmIE, CNH R A RE R ER R
KGR, AR EAAFAARK, ZFE—RPTREEN=ZRE, mMAZER
EHZRE

WA LT A b B R R 69 —AVAE LR 8 HALF BE, 3 OOk 69 AL B2
124N EG xR E MG R . AR /AL ES, AR
T 1986 F3k 47, A TR BB I AT Tk, REBTERGHIS
J5 3o — R EFPIR &0 K, AT F) oAl k) ik = AP ALAE m A, 13 5 ALK e T
AR, BEEEFHRGMI, mEFSHEYIAE.

SERE By FTEMAILTRLE, FFRA T AAAABRREILAAH H—
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BAGAT R Jo A=A D I, 1998 SF X IALR L = BAAAP ZF ey, & Y
¥oom R4 % —FF %% & : melanopsin (2 & &) (Provencio et al., 1998, 2000) .
iX b4 e, 5T A Aohe B R (Hattar er al., 2002; Bersonefal., 2002). # 2012 &)k,
Stanford X 5 & 2 3 5 5 32 0 AAL R IR AR 0 % K 38T ik A *F = & A9 5 va &40
9 49 i, (Horiguchi et al., 2012) , 4.3 % 4 melanopsin 4928 i, 25 6941 % &I,
KEOTRE- LML R A2 L9ER SR LL X (Senthilan er al., 2012),

TR R TR, HAERER— AR TTIE 0. WA RS AL, Rpiiie i

Y

3

B

¢

LR — AR E AR
AT EEHFERAROLE, KA ERENLREAE R, RS R,

FAK B AL il b9 Rk

&

11.9 &4 MM

AL N Fn R B0y 25 R

AR JEAY 245 St B0 = Bmie (BRobmie. WMmie. MY EFmie) A
b, MMBATH Eteml (eRKFm. LRMI) LAEL5RAF. b

¥ & 4 72 4 % Keffer Hartline (1903-1983) F 1932 42 5 5| & 3% AR A0 4%
2 09 AR AL, R IALIE R B 5% 35 % vf 3L KR &, 12 R % e 2L Jk (Hartline and
Graham, 1932). ¥ %6945 Mesh AP BRI T, K LN ZTE 2 LBA
R, A4 A R (on response), A AL L2 T HOE 6 BHE BB
2 7% (off response) , A SALAP 22 & 25 % Ao L 69 BH1E B %R 7% (on-off response) ,
A ALY 2 R IFAA R, &8 1E AL Ak % e — R ALY 4 69 B (Hartline,
1938, 1940a, 1940b), Hartline #&:“# b2 m i R IR 5 475h, WL R LT A
PATAT 09 H o k7 A AL (Hartline, 1942)

15



i EL R K ) B 3 o o e JB) 21 K 3R T 2Adp ) AY 2069 Ko (Kuffler, 1953), 3%
#9 Horace Barlow(1921-, ik /R 89 35 3)) AF 70 3% 69 AL W B2 4% 2] £ & IL(Barlow
1953; Barlow, FitzHugh and Kuffler, 1957). X% 3 2 7% 4% % 2] RGC At
i T LA HE

HELF 69 RGC 12 oAb 22 4f 4 24t 2] S e R 4K (LGN), ) &4 — A
LGN, o5&, 2. 3. 5 B AMALA S RGC #4F, 1. 4. 6 2 ma

M JE 89 RGC #5841, LGN 8940 2 3541 3] K i B Aort 69 ALK & (V1),

11.10 AL EAT 7 9 b
TR BALFIE R, AT ZAT & H S A A b — R R & KR ERF
% David Hubel (1926-2013) #ozf sk £4}5 K Torsten Weisel (1924-) &9 &4F
F 4% 5 P 2 (Hubel and Wiesel, 1998, 2005), 1958 #, Wiesel £ & &2 i1 K F ik
FHa1 % B Kuffler #9144 )5 , Hubel & A2 A4 32 A Vernon Mountcastle(1918-2015)
KIFE, 2H AR RMHFLHRT R, Kuffler #Z4 Hubel 5 Wiesel 4% /LA A
FrEE, X—AAFEE 25 &, mAAAFHhemER Z. Kuffler 4= Barlow %
e 28 AR IR 6912 5, Hubel f= Wiesel #F % ALK E o
BB AL, Kuffler 49 545 % £ 90 T BAF69MLE (Talbot and Kuffler, 1952),
T AR K AR, BT ARy 3R 46 50 R B0 W IR 450N 6 IR 3, Bt T LAl )

89 R4 k. Hubel AA KRR T A4S 2 WAL F R ZE vie (Hubel, 1957), 4Rk
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AR BB AERF TR TR, €K% (AE0.5 2] 0.05 #K) T
IR, R R 4S5, AR S Br. Hubel A M T G E,
W AEANIG N (Hubel, 1959). T4k 3 F 4 4] 3 % 49 Hubel 224 % 4 5
Yok, HOT L TAARER: XA B, AMIESEEEZEAMNKZE, A Talbot
Fo Kuffler & BR 6940 255 37 46 k) AL R SR G L FALEE 0915 5, R)a A Wi
SR MM AEBRAL, A 3R SIS TR T VAR T AR ) LR AR SR o A T W AAE N
#9384~ (Hubel, 1959),
AA+5 £ Mountcastle ZEARAR B3 K E 69 7T %, 52 Hubel F= Wiesel #F %69 &
Bz —, Mountcastle X 3L T X E3h 4242 (cortical columns): Zhéeie& TR E
&, EFRE R A2 m IER A B AR AR AR SR AL~ & BGiE RO (Mountcastle
1957, 1997), 4 Lot T Ao wmhr RGN KK XA KRR D . RN
JE A Fa K T A F o MUK I REAR R B A9 AP AR R ) — R R R AR R, TR
st H A R (Mountcastle, 1957). % Bf &4 3 R BI85 K5, A R E
o 7t % vf 4% )» (Lorente De N6, 1949 ; Sperry, Minor and Myers, 1955) , Mountcastle
FEM] X 2 ST dy T3 YN T AR AL R v B0 89 S
A K RZ 29 2600 “F- 77 JZ K, A R AR 69 55 — R BN AR BRI E 69 5 N R,

HPhaez N 2 B3 F 6 &, BAFEMIE (minicolumn) —A% 4 80-100 4~
AR (BREE 2.5 4T, SARMAELREZA 300 5] 600 #4492 feAx

(cortical column) (Peters and Sethares, 1996; Mountcastle, 1997). " 5% & B
B R EL—FEA DR, IR RN ARG B R AR & 448 X (Mountcastle,
1997) o 2 A AL 7T A6 55 K 7 i A2 P A4y 22 4w JL AT AR 69 A2 R Ao i £ A & (Rakic, 1972,

1995) .
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1111 %48 B E

4 Hubel fo Wiesel Z AT, R AF RALK Z o HARANFT R A9ALE Z, J& 7
A AL Z o

FEAH W ALEEAT R A8 B BB K S 69 Jung 5 A T SR8 AR A R,
YA FEARE, iR BHZX AT V] wmies b B, R EMALA
J£ 49 RGCs (Jung, 1953, 1958; Jung and Baumgartner, 1955),

1959 4, Hubel pLi2 T iR A0 &8, LI V1 69 a0 ie A AT IR TR R,
w xF By TR R R 4R 5%, On R A= Off R m A . HAENAF 6 RA B VI
mie, F 3R AN — AT @B eg A RO, A xd T # k69 6 R (Hubel
1959) . X—AF XA A KZRFH LRI EMAL Tk, TH Jung ¥9AF R, 124p
AR Fanh, Jung FHHFR RN F FITE, @ ELLEA A,
285k E) T LGN B4 8| ALK E VI 89404, m AR VI A3R69mie, itk
3| 69 B AL M 49 RGCo

Hubel #= Wiesel 477 M AEALEE 4 Z I FEM RGC 49 &R, On P08 R
Off .o g (Hubel and Wiesel, 1998), {2441 LI T £Z7]: PO RZR,

2“3k 7 49 B “(Hubel and Wiesel, 1959). ReAi1#Hk ik A 4m B 4 “ 14 38 4m B
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i
AR
b —1o * < q:x"i 3«
d AR < <
|
Qq X, <
@ — q‘ %) I
¢ 32l
[ .

P h i g o R A RA R . XA A%, st —F i<
VI EAMNAEAREG@MIE, XL AEXNI A ZR, RAFZHS

(orientation) #9 H & T AL 3142452 VI dmAL6g B, BT VA “3 dy ik Fpd tm B

T— T —
T—— =
—— ——
F—— f—
+—'“‘_—— ——
S —_— N/

Hubel #= Wiesel & & 3., V1 &) 4m e — % £ 58— IR A9 0] 50 ROEL, B
A IRAR S om0 AT IE S A RS 89 e xt B 435 %) 77 v (direction) 77 #4514 (Hubel
and Wiesel, 1959),

RAVE R I, B ELR AR, @ LR — /AR @A R — /7 &

19



09 LA B, BRI G ikdEE 4k 4 (orientation selective columns), LA F Zaf
— A0 BR AT BB 69 T ik AR, BRAL 4% (ocular dominance columns) (Hubel and Wiesel,
1962, 1963a), B, HEH a2 A -ERGIE, W AR THRIEK LK E
(Mountcastle, 1957), 84K &) 30 & 2 Gk AR ET 09 30 @40 UL, &7 AL,

fEE X F 2 eg kel b Hubel F= Wiesel 4231 V1 Z B pUR AR 5] & 69
om0 B A AR T H— 2569 LGN 75 & 69 4a I 09 4 2 424

(Hubel and Wiesel, 1962),

X A XA LR AR B K BB AY 2 A I8 R4 £ 8 .

Hubel F= Wiesel % - fi] -2 I 69 i £ 1) £ mfh 5, ARPRIAA T hE AT H) . 12
REHE. BAFZARRBS 2 F—A VI KR53 086 LGN A 22 £ 42 KA
BRI A R o 1990 FAX & 4 7 A 523 - 345 LGN #8415 VI 20 e R
%9 % %Z (Reid and Alonso, 1995; Ferster, Chung and Wheat, 1996; Hubel, 1996) ,
AT % 8 LGN &4 694 22 XA iz 5 VI B3Ry 2 T W 2549 i, Ferster 5 fl
At R A7k, Rk VI mieeg e, BRI VI A Z T
W09 % 5, A, VI AP E T8 Relo; RARFHAGLFE, & T4A%K VI
J& V1 Ah 2 ey eie £ &k A LON 4%, EARIERA V1§ 520 e 69 3 & i 1k
89857 YAdy LGN 8945 A= 4 | iX 38 3 4F 7 Hubel F= Wiesel 8942 A (Ferster, Chung

and Wheat, 1996; Hubel, 1996). Reid % A F) iF/& LGN Fa V1 347 % 4m e fi
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ML, AT E oA E LGN @it VI # 2w A2 F5A LR
fikiEHe, WK, 5 V] eleh £ RikEHEGAR L LGN mie, &< 695
# V1B Emetg 2R aas. S4, VI B3R &t VI #3540 0069 K AL
H Ko

12384 7] F Hubel = Wiesel #f#: V1 a4, & VI RA%H

I

AEAE R T LAME #y AR ZAR R, LT AR VI B L6 RO W B4 dm i Ae
F e, sETAL B A 40 £ RIAT VO T AR, 8345 5 F IR R AT 4 40 e
8y %At (Jiaet al., 2010) . 42/ RALKE 3-d0 bt R FEAT A5 A 50 A & 4 32
WRAN: A—RMEL, B REAGARRNEGIAN, @Akt d
B, I NERA A, A Z B V1 G R RARH i NG9 AR ke T A
A RN T AT AL SHMAGE S, 6572245 (Jia et al,
2010).

I VA, BT AT 22 41 3551 A0 2 V1 ) 32 0m 03 %) i 431 69 LIRS 4E € 2 HE 9,
NFr 64T ZHUIL, TTHE PR AAT A S0 2 A 2o

Hubel #= Wiesel & & I 69 17 XK (&89 V1) A3 £ A X B 69 40 e
STIE LK, BEHG DR, SEHROH IR NHRZ AT Zemie” (%A On
o Off R 3%, A4% & &2 1) (Hubel and Wiesel, 1962) . 25449 18 X (#45 V2),
AT E I 90% 09 2 Je & e bm e, M9 19 K (469 V3), WAL 42%A 5
Zetmfn. S8%ABAL"mIL (BHXREWGEANEEHIELESH, F4k end-stop)
(Hubel and Wiesel, 1965a)., V2 #2 V3 89— AN 442 7] F) BF 2 F_ 4 m e fo AR
Flemf. V2 42 V3 69 % A MRS, M VI 2] V3 Mg I X, @ AM#7

F b, AANMEE VI 23T V2 o V3 F 3% 5. Hubel Fo Wiesel 32 5 J 4¢4m ik
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2 18] B 4m L 69 XA T BT B8 22 69 AL ) i (Hubel and Wiesel, 1965a) . % it
AR Ty AN AP AT TN Jem AN SR oy 5] S 69 3T ) R R

VAL s ih % B R KhG . Hubel F= Wiesel sbj5 EMEM T B X523 (Hubel and
Wiesel, 1968). f£#43 V1, teMANA MW E. A RFB T fmie, MEmic?
T A AR T Fetmie. & V] LA FG LT AFRRL AR, @ A48 LIk
o H A I E6XE 23 AR A fFB T mie, XA R E@mIL, WIRIK
o o NLREH 13, IVaFa IVb ER B fmie, L IVb 2R FH L@, L
FREKmL. %IV EmREARSALRIES . 5V fo VI EL %R T KR
Hetmitn, IR, HANKENE IV BEES 2l LGN #, 571V EfH
BwIl)E, BAEEEEE#—F I,

LI 7 0 b T3 AR RN Fn G BE AL A2 HAb A S do o . 9T T GG AY 2
PP EHARKREE, 5 RAVALT 6 22 fFAR HE AR R o

B, &5 A0k, EENFARRT DR LR TR Fetp] FAHAL L HEL, X

Rtk T ESRHMTR, L—AMAAN M,

7/ 1: Kiihne £ % RPE £ 54K Y i s 2R 609 %0 ade g iR E T LB
T 30 54F, AMERE, AZBTRASEEEZTI; bR EFIMUNELS RPE
55, EZHEETRILR; cloik &5 AL IEA LS B RPE L, £ 285 P
FETUER; dde e c PO M EA RPE 2 84 8 —F RBEGE, Re A
JR; ednfcd 8 RPE e if ML K (B ad), AR KM RAAR LR {40 RiF
B AR o AR, AR B AR, mAR G M E A M R G
RPE &40 ft 72 205 B J7 . Kithne #9i% % &K g A KALBTIE AN % 2509 %

i = (Ripps, 2008),
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® 2: AL rhodopsin #& A% & &7

E 3 4 R d T Hooke 25, 5 A—HAAFLTIA £ FM
0945 K B A 091& 2 B A3k EARE (If 1 have seen further it is by standing
on the should of giants)” £ 317 # &5 Hooke §+3& 698 30F , A HALEE A LER
X 2R A 4T A A AR 45 58 49 Hookeo Rit, X &i55FE4MA M, &
T —#ae A AR,

7% 4: George Wald 5 % A Ruth Hubbard 7£ 1960, 1970 4 hu AALAEF, dv K
i, 424G AR AR B AT 8 DNA, £ 1970 5K 5o h 30 8 [kh) &40
DNA #95F 50, A7 — teob b4 3 3] AT U DNA 2308930 X 3.

E 50 BANR M AL B A X o DNA % &40 IR 69 B P42 8 8 (A, C.
G. T) @i S4EH REFHET: AE T, Gt C, LiRmiLiusd, x—
ZANR N (complementarity) , # €265 £ Y5 T L, mAF RANA R ZLANR R
ZATHEEA: 5 F 4K (molecular hybridization) . JA 42 & #7180 — F4£49
DNA, 15 A #4F, @3 RA 5 BAME G 25 & m K E] 5 9h— bk o Jw RA W4k DNA
WH) S, e — REAFT A FHNTT, A, —FAE N B LA RAT T A& E
S P AR R G DNA, 2 R 8 &4k 100%88 5t BLst 69 Z AT AR F 4R A 69 34
o, mMAEERBAERRAMFRLANEG, F2TH0ZXE —H. e A546F—LR
H—k 25, IKTFTE>XEELANHELDNA M, £—F 54T, Lt §
B A A AN R R, PTIR R AR A A 2 (low stringency hybridization) o
MeAR A% SO PR A BT VA 1 AR 2 X AT BT 69 8 B SR ik P g ok ik 3],
AR A4 69 KB 13 3] 69 DNA 3841, 8 SRR A 4 T AE AR LR & B A

4 3K
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72 6: Jeremy Nathans #9 3 3 A & %4 Hf X 5 49 Daniel Nathans (1928-1999),

% 5 8% 4 Kathleen Danna F 1971 44 31 DNA 7 R4l R8s, 1973 £ £E
184504 Aol k% (UCSF) A4 £ 69 Herbert Boyer #= Stanford % %4 44 % 49 Stanley
Cohen f& [R 4115 A by g ek b, 32k L5 R 58 A 49 £40 DNA Fik, JFel T
AR TAEGHK, ZETAEDHERZ LG —NME 2342, LBENT ARG L HH
FHF 7. 1978 4 Daniel Nathans %5 3% 4 ) Werner Arber #= % [E # Hamilton Smith
EFENREAARET X,

27 A EMEAEIRE) G T894k 5. John Dalton (1766-1844) #F % 4& P F 4L
FARRIL, A AL R TR G TRFE AR 1798 F, W RIMA KA XA E A
R F L WK, ERPEFRRACTRULNE LA . A TRHFEX—
o) AL, 38 RN S HE ST S R A TA9 IR 1844 4 7 A 27 B, Dalton £ #5,
28 H [E 4 Joseph Ransom f#<] Dalton #9 BRBF 54% 4 T ko 1995 4, R KFH

T i A 49 Hunt 5 E RAAGG RIS AR, #4& DNA, 247 T8 &9 &

i

B GbERaAR), AZEARFILEEGEEDNA RE, LA MBETERMET.
7% 8: Mountcastle Fo #4152 ] F 69 45 % % T 1955 2 £ B A #5454 (Davis,
Berman and Mountcastle, 1955; Mountcastle, Berman and Davis, 1955), {245 %)
1957 # &k XL FE 6 aHiE, WAL A4 R34 % Mountcastle #93) fE AELA, FH Mk
LA Mountcastle —{z4£#% (Snyder, 2015),

72 9: Hubel f= Wiesel #7841 T4 £ & &£ X5, 1959 FHA1M Kuffler 2] =51
EFRAEARZ, 1966 FebthiE s d Kuffler THGHRLELE —AMNZAERFR,
% Kuffler NE &S00 5069 A S £, AAE. AAF ZFEHARANE

A M R,
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7 10: Hubel #= Wiesel & — & 749 & F 9 #F % (Wiesel and Hubel, 1963a,1963b
,1965a, 1965b; Hubel and Wiesel,1963b, 1965, 1970), — AN &KX LA L E 09
FAEHD, fE REEA A AL Z AL e AR K, T R AR Z AT RE X5

IRF e MRS .
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Molecular Genetics of Inherited Variation m
Human Color Vision

JEREMY NATHANS, THOMAS P. PIANTANIDA, ROGER L. EDDY,
TaoMAs B. SHoOws, DAvID S. HOGNESS

The hypothesis that red-green “color blindness” is caused
by alterations in the genes encoding red and green visual
pigments has been tested and shown to be correct. Geno-
mic DNA’s from 25 males with various red-green color
vision deficiencies were analyzed by Southern blot hybrid-
ization with the cloned red and green pigment genes as
probes. The observed genotypes appear to result from
unequal recombination or gene conversion (or both).
Together with chromosome mapping experiments, these
data identify each of the cloned human visual pigment
genes.

OST HUMANS CAN MATCH ANY COLOR EITHER BY COM-

l \ / I bining three suitably chosen primary colors or by com-

bining two primaries and adding the third primary to the
given color. For additive color mixture, such as when lights are
mixed, the primaries are red, green, and blue. Thomas Young, 180
years ago, put forward the hypothesis that this phenomenon

(trichromacy) is a consequence of humans having three independent
light-sensitive mechanisms (1). We now know that Young’s three
mechanisms are embodied in three classes of cone photoreceptor
cells in the human retina. Each class contains a different visual
pigment, which determines the spectral sensitivity of all the cones of
that class.

Most humans agree on the proportions of the three primaries
required to match a given color. Among those who differ from color
normals with respect to the proportions of the primaries, some
require that the three be present in unusual proportions, and others
require only two primaries. Individuals with the first type of
variation are called anomalous trichromats and are presumed to have
three classes of cones, one of which contains a photopigment with
an anomalous absorption spectrum. Those with the second type of
variation are called dichromats and are presumed to have only two
of the three classes of cones. These types of variation can be further
subdivided by psychophysical tests into classes whose color vision
variation is attributable to alterations in either red, green, or blue
cones. (As is discussed below, the blue cone defects are so rare that
most of the data, especially with respect to subtypes of variation,
. comes from studies of the red and green cone sensitivities.)

"The heritability of variations in color sensitivity has long been
recognized (2). It is now clear that one locus is responsible for
variations in red cone sensitivity and that a second locus is responsi-
ble for variations in green cone sensitivity (3). Both loci map to the
distal part of the q arm of the X chromosome and are tightly linked
to each other and to glucose-6-phosphate dehydrogenase (G-6-PD)
(4). Variations in the blue cone sensitivity have recently been shown
to segregate in an autosomal fashion (5). Among the red and green
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variants, available evidence points to allelism of those traits that
affect a given cone type. However, a true complementation test
(requiring expression of both alleles in the same cell) is not possible
because each cell in a female expresses only one of her two X
chromosomes (6). The evidence for allelism rests instead on the lack
of recombination between two defects affecting a single cone type
(4, 5, 7). It is possible to define a “dominance” hierarchy among
alleles by observing the phenotypes of heterozygous women; in each
case the allele that least diminishes color discrimination is “domi-
nant” (7).

These data are consistent with a model in which the loci
responsible for inherited variations in color vision correspond to the
genes that encode the apoproteins of the three cone pigments. In
support of this model, Rushton, as well as Alpern and Wake, have
measured visual pigment absorption in the living human eye by
reflection densitometry and found that dichromats lack one of the
cone photopigments (8). More recently, this result has been con-
firmed and extended by microspectrophotometric analysis of single
human cones from normal and dichromat retinas (9).

We have performed a direct test of the hypothesis that inherited
variations in human color vision are caused by alterations in the
genes that encode the red, green, and blue visual pigments. Our
strategy has been to isolate these genes as recombinant DNA
molecules and compare their structures among normal and mutant
individuals. The X linkage of red and green defects simplifies this
analysis. In males, only those genes resident on a single X chromo-
some are seen in Southern blots or in cloning experiments, and only
the phenotype resulting from that X chromosome is observed in
psychophysical experiments. This phenotype can be measured in a
sample noninvasive test. Moreover, the incidence of red and green
color vision variation is quite high—approximately 8 percent among
Caucasian males.

We have described (10) the isolation and characterization of the
three human cone pigment genes. We referred in (10), and do so
here, to these genes by their true identities—that is, blue, green, and
red pigment genes; however, this assignment requires the data
presented below. We showed (10) that the red and green pigment
genes were extraordinarily similar in DNA sequence (98 percent
identity). This degree of homology and the high incidence of
variation in green pigment gene number among color normal males,
led us to propose a model in which red and green pigment genes
reside in a head-to-tail tandem array.

Chromosomal locations of cloned visual pigment genes. As a
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- pter  Fig. 1. Subchromosomal localization of green and red pigment genes. Shown is a Southern blot

autoradiograph of Eco RI~digested DNA prepared from a panel of ten mouse-human hybrid cell lines

(lanes 1 to 10), a mouse cell line (RAG, lane 11), and a human cell line (WI-38, lane 12). Each line has

<= P that fraction of the human X chromosome shown above the autoradiograph. The probe hybridizes to

22 both green and red pi(fmcnt genes. The gene mapping strategy and isolation of mouse-human hybrid

s ¢ cell lines have been described (11). Each of the mouse-human hybrids has a known X-autosome

translocation as determined by karyotypic analysis, isozyme markers, and the HAT (hypoxanthine,

. 928  aminopterine, thymidine) selection system (11). They are: lanes 1 and 2, a 15 to X translocation

1 = retaining Xpter-Xpl11; lane 3, an X to 15 translocation retaining Xp11-Xqter; lane 4, an X to 11
5678910112 Qter  translocation retaining Xpter-Xq22; lane 5, a 5 to X translocation retaining Xq22-Xqter; lanes 6 and 7, a

22 to X translocation retaining Xq22-Xqter; lanes 8 and 9, a 3 to X translocation retaining Xq28-Xqter,
and lane 10, an X to 3 translocation retaining Xpter-Xq28. Hybridization methods are described in the -
legend to Fig. 3. ’ .
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Fig. 2. Anomaloscope test data for 25 color variant males. Each subject is represented by a number next
to the horizontal bar showing the rangc of ratios of red to green lights acceptable as a match of the
standard yellow light. The midpoints of the free matching range are marked by crosses; that is, those red
to green ratios chosen by the subject when he was free to adjust both the relative intensities of red and
green lights as well as the absolute intensity of the standard yellow light. Subjects 19 to 32 accept any L1 Lol 1 1L 11

red to green ratio and are, thercfore, dichromats. They were divided into G"R* (19 to 26) or G*R” 0 10 20 30 40 50 60 7073
(27 to 32) classes on the basis of their relative sensitivities to the red primary. Subject 33 appears to Red
show some residual discrimination; he is either G'R* or G™R*. Because he is missing all green pigment
genes (Figs. 3 and 4) we classify him as G"R ™. Subjects 34 to 36 are G'R™; subjects 37 to 41 are G'R*;

Green

Color mixture setting

subject 42 is G*R’; and subject 43 is G*R”".

first step in testing the hypothesis relating color blindness loci and
visual pigment genes, we mapped the chromosomal locations of the
three human cone pigment genes, as well as that of the gene
encoding the rod pigment, rhodopsin. In one experiment a DNA
probe derived from a green pigment gene [the rightmost 4 kilobases
(kb) of clone gfHN9; see figure 5A in (10)] was hybridized to a
Southern blot filter of Eco RI digested DNA from a panel of mouse-
human hybrid cell lines that retain different human chromosomes,
The probe is homologous to both red and green pigment genes and
revealed the expected 9-kb size class of hybridization only in those
lanes containing DNA from cell lines that retain the human X
chromosome. In a second experiment we observed loss of that
hybridization concomitant with loss of the human X chromosome
from one of the cell lines. To map the subchromosomal locations of
these sequences, we probed a Southern blot of Eco RI-digested
DNA prepared from a panel of mouse-human hybrid cell lines that
retain different parts of the human X chromosome. The blot was
hybridized with a probe encompassing the second exon of a green
pigment gene [contained in clone gJHN21; figure 5B in (10)]. This
probe hybridizes with two Eco RI fragments: A, from the green
pigment genes and A, from the red pigment gene (Fig. 3A). Because
the ratio of green to red pigment genes varies among normal males
(10) and the hybrids were generated by fusion of cells from different
human donors (11), the ratio of Ag to A, is expected to vary among
the hybrids. Figure 1 shows that A; and A, segregate together in
each case; they also segregate with human G-6-PD activity, and with
the q22-q28 interval (11). This pattern matchés that predicted for
the loci responsible for variations in red and green color sensitivity
and provides the first evidence for the identification of the red and
green pigment genes. These experiments do not, however, allow us
to determine which of the X-linked genes corresponds to the red
locus and which to the green locus.

The gene encoding the human rod photopigment, rhodopsin
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(RHO) (12), was mapped to the third chromosome by Southern
blotting of a panel of mouse-human hybrids that retain various
fractions of the human karyotype (Table 1). This gene is present in a
cell hybrid (XTR-22) that retains the q21-qter region of chromo-
some 3 as part of an X to 3 translocation. Therefore the human
rhodopsin gene resides within the interval 3q21-3qter. The same
panel was used to map the remaining visual pigment gene [shown in
figure 1 in (10)] to chromosome 7. Given that this is the only visual
pigment gene that maps to an autosome aside from rhodopsin, we
presume that it encodes the blue pigment, consistent with the
autosomal nature of inherited variation in blue sensitivity. The blue
pigment gene (BCP; that is, blue cone pigment) is absent from a cell
hybrid (JSR-178) that retains the pter-q22 region of chromosome 7
as part of a 7 to 9 translocation. This gene therefore resides in the
7q22-7qter interval. ‘

Identification of red and green pigment genes. To correlate
genotype with phenotype, we examined 25 males with various
forms of red or green color vision variation. Psychophysical test data
obtained from these males are shown in Fig. 2. Briefly, the test
(which measures only red and green cone sensitivities) consists of
presenting a variable mixture of red and green lights on one half of a
screen, and a variable intensity yellow light on the other half. The
subject adjusts the ratio of the red and green lights and the intensity
of the yellow light to produce a perfect match between the two
halves of the screen. When the red-green ratio and the' yellow
intensity are adjusted to produce a match, the number of photons
captured per second by red and green pigments is the same from
both halves of the screen. The midpoints and ranges of this red-
green ratio for 25 male subjects is shown in Fig. 2. All of the major
groups of red and green color vision variation are represented.

Southern blots for three different restriction digests of genomic
DNA from 15 dichromats and a color-normal control are shown in
Fig. 3. The probes used for these blots hybridize only with the X-
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linked locl under these conditions. It is immediately apparent that
14 out of 15 samples differ in the fragment pattern for at least one of
the restriction digests from that in the color-normal controls [sec
figure 8 in (10)]. It is also apparent that more than one genotype can
correspond to a given phenotype: the nine G"R™ (G™, absent green
sensitivity; R*, normal red sensitivity) subjects fall into two groups,
whereas the six G*R™ (G*, normal green sensitivity; R ™, absent red
sensitivity) subjects are all different from each other (124). These
hybridization patterns suggest that gross changes in DNA rather
than point mutation have produced at least 14 of these 15 mutant
genotypes.

We consider first the assignment of gene identities based upon
these data. We showed (10) that restriction fragments A,, B, G,
and D; shown in Fig. 3A are all derived from one gene and that
color-normal males all have the same copy number of this gene,
which is probably one; by contrast restriction fragments Ag, B, Cg,
and D, derive from a different gene that varies in number among
color-normal males. None of the nine G"R* subjects have D, and
three of nine G™R* subjects have A, B, and C; (Fig. 3). However,
all of the G™R* subjects retain A,, B,, C,, and D,. Thus A,, B,, C,,

Table 1. Chromosomal assignment of the rhodopsin gene and the blue
pigment gene. Probes from each gene were hybridized to Southern blots of
DNA from mouse-human hybrid cell lines. The 30 cell hybrids involve 14
unrelated human cell lines and four mouse cell lines (11). They were
characterized by analysis of karyotype, mapped enzyme markers, and mapped
cloned DNA probes (11). Presence (+) or absence (=) of a human
chromosome is indicated. (+/+), (+/=), (=/+), (—=/—): the first symbol
within the parentheses indicates the presence (+) or absence (—) of the
human gene; the second symbol within the parentheses indicates the

and Dy are associated with a functioning red mechanism, whereas
Ag, Bg, Cg, and Dy are not. Indeed, absence of Ag, Bg, and C,
correlates partially, and absence of Dg correlates perfectly with
absence of the green mechanism.

The situation among G*R ™ subjects is more complex. Four of six
subjects have A,, all six have B,, four of six have C,, and only one of
six has D,. However, every G*R™ subject (6/6) has Dj, although
Ag, B,, and C; are not always present (5/6, 4/6, and 5/6, respective-
ly). We can summarize these data and those presented below from
anomalous trichromats (as well as those from normals) by listing the
following true statements: (i) G* is always associated with Dy, and
usually, but not always, with Ag, Bg, and C,; (ii) R* is always
associated with A, B, C, and D;; (iii) G~ is always associated with
loss of Dy and sometimes with the combined loss of Ag, Bg, and Cg;
(iv) R™ is usually associated with loss of Dy, sometimes with loss of
A, or C,, and never with loss of B,, and, in fact, (v) B, is never lost.
Taken together these associations imply that Ag, B, Cg, and Dy
derive from the normal green pigment genes and that A, B,, C;, and
D, derive from the normal red pigment gene. Furthermore, the 5’
end of the red pigment gene, represented by fragment B, (Fig. 3C),

presence (+) or absence (—) of the indicated chromosome. Percent discor-
dancy indicates the percent discordant segregation for a probe and a
chromosome. The chromosome which shows no (0 percent) discordancy
with 2 human gene probe is the one from which that gene derives. Hybrid
XTR-22 retains the 3q21-3qter region as part of an X to 3 translocation and,
because the human rhodopsin gene is also retained, localizes that gene to this
interval. Hybrid JSR-175 retains the 7pter-7q22 region and, because it does
not retain the blue pigment gene, localizes that gene to the 7q22-7qter
interval.

NOTE: "g"
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in the table indicates a translocation, no intact chromaosome.
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appears to occupy a privileged position—it is neither duplicated nor
deleted. We show below that the complexity of these genotypes,
especially G*R ™, can be explained by proposing that they arose via
intragenic recombination. Thus, green function and red function
correlate best with just a fraction of each gene, Dy and D,
respectively. We infer that the region corresponding to the D,
compared to D, difference (in the fifth exon) is tightly linked to
sequence differences that determine the spectral absorbance of the
cone photopigments.

Molecular models for color variant genotypes. The analysis
«presented above relied only on scoring each restriction digest for the
presence or absence of hybridizing fragments. Another result of
these experiments is that none of the blots have hybridization bands
at positions other than those seen in normal DNA. Moreover, the
Eco RI digest shown in Fig. 3B was also probed with the 3’
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Fig. 3. Genomic Southern blots of DNA from 15 dichromats. (A) Restric-
tion maps of red and green pigment genes showing fragments visualized by
Southern blotring. The probes used to visualize these fragments are more
than 98 percent identical to both genes. A, and A, are two Eco RI fragments
derived from green and red pigment genes, respectively, and are visualized
with a probe from exon 2. Bg and B,, and C, and C, are fragments resulting
from Bam HI and Eco RI double digestion and are visualized with a probe
encompassing exon 1 and the 5’ half of exon 2. D, and D, are fragments
resulting from Rsa I digestion which share a common left border but differ
on their right borders because the green pigment gene lacks but the red
pigment gene has an Rsa I site in the fifth exon. They are visualized with a
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proximal two-thirds of a red pigment complementary DNA
(cDNA) clone [a Bam HI-Eco RI fragment from hs7; figure 5C in
(10)]. This probe encompasses the 3 half of exon 2 and all of exons
3 to 6; it therefore hybridizes strongly to a 9-kb Eco RI fragment
and weakly to 9.2-kb (Ag) and 11.1-kb (A,) Eco RI fragments (Fig.
3A). No fragments other than these are seen following hybridization
of this probe to the blots shown in Fig. 3B. An analogous result was
obtained following hybridization to Eco RI-digested anomalous
trichromat DNA. The above data suggest that the observed DNA
rearrangements involve homologous crossing-over or gene conver-
sion (or both) because nonhomologous rearrangements produce
restriction fragments that usually differ in size from those of
unrearranged DNA. Generation of these homologous rearrange-
ments is not surprising in light of the high degree of sequence
homology (98 percent) throughout almost the entire length of the

B "6 666666666666t 666
RERPRYRYR*R*R*R*RY R R R R R R RHR
14192021222324252627 28293031 321433
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probe from the 3’ end of the fourth intron. (B to D) Three pairs of genomic
Southern blots of DNA from 15 dichromats and one color normal. Each
number and phenotype refers to the individual whose DNA is in that lane
and whose anomaloscope test data are shown in Fig. 2. (B) Eco RI, (C)
Eco RI and Bam HI, (D) Rsal. Approximately 10 pg of DNA, digested
with the indicated enzymes, was placed on each lane. Filters were hybridized
and washed under standard conditions (18) and exposed to preflashed x-ray
film ar —70°C with an intensifying screen.
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Fig. 4. Proposed arrangement of green and red pigment genes in dichromats.

arrow represents a single gene: the base corresponds to the 5' end and
the tip to the 3’ end. Zigzag lines represent single-copy flanking DNA and
thin lines represent homologous intergenic sequences. The genotypes and
subject numbers represented by each diagram are at the left. Presented here,
as an example, are the data and methods used to deduce the genotypes of
subjects 21, 23, and 25. Peak areas were measured by scanning the
autoradiographs shown in Fig. 3, B, C, and D, and ratios of these areas were
calculated (Table 2). Subjects 21, 23, and 25 had A: A, ratios of 1.10, 1.21,
and 1.22, respectively; B;:B, ratios of 1.10, 1.69, and 1.35, respectively;
C;:C; ratios of 0.69, 0.92, and 0.72, respectively; and D,: D; ratios of 0 for
all three. For comparison, the peak area ratios corresponding to a 1:1 gene
ratio have been calculated from the Southem blots of 18 color-normal males
[shown in (10) figures 8 and 9]. These calculations show that the 18 color-
normal males have a total of 18 red pigment genes and 37 green pigment
genes and that the peak area ratios (mean + SD) corresponding to a 1:1
gene ratio are as follows Ag: A, 0.97 = 0.06; B,:B,, 2.00 = 0.49; G;:C,,
0.88 + 0.18; D,:D;, 1.24 * 0.30. The A;: A, ratios cluster at nearly integral
values because these two fragments appear to bind to the nitrocellulose and
hybridize with nearly equal efficiencies. Fragments B, and D, appear to bind
or hybridize better, respectively, than do the smaller B, and D, fragments.
Therefore, the ratios By:B, and Dg: D, cluster at values greater than 1. Since
subjects 21, 23, and 25 have no D, with which to compare D,, the copy
number of D, was estimated by normalizing cach D, peak area to the
background smear present in that track and comparing this value to that of
the color-normal standard. For subjects 21, 23, and 25 these values of D,
peak areas (arbitrary units) are: 3.43, 2.04, and 1.88, respectively. The arcas

red and green pigment genes and the already documented propensi-
ty of the green pigment genes to vary in number among normal
individuals (10).

By including in our analysis the relative intensities of the autora-
diographic bands, we can calculate (using values from normal DNA
as a standard) the stoichiometrics of the various bands for each
subject. From these stoichiometries and from the conclusion that
only homologous events have occurred (see above), we can con-
struct plausible models of the arrangements of these genes. There-
fore, we measured peak areas and calculated ratios of peak areas for
bands within a single track (Ag: Ay, Bg:B;, C:C,, and Dg:Dy) (Table
2); these data should be insensitive to variations in amount of DNA
loaded per track and are the basis for our models. As a check on
these data, we also estimated the amount of DNA loaded per track
by scanning across the smear generated by reprobing the blots with
labeled total human genomic DNA. [See (10); in some autoradio-
graphs the background smear of hybridization produced by the
pigment gene probe was sufficient for this purpose and reprobing
was unnecessary.] These estimates of DNA loaded per track were
used to normalize the measured peak areas (sce legend to Fig. 4 for
an example of these calculations). These models are not in all cases
the only arrangements consistent with the data. In particular, the
distance between genes and the relative order of the genes along the
chromosome cannot be determined from these data. Ultimately,
molecular cloning and DNA sequencing will be required to eluci-
date the precise structures of these variant genotypes.

Models for dichromacy. We consider first the dichromat geno-
types. Quantitation of the hybridization patterns for the DNA from
subjects 19, 20, 22, 24, 26, and 33 (all G'R™) indicates that they
are identical within experimental error. All six subjects have a single
red pigment gene and no green pigment gene (Fig. 4). We assume
that these genotypes arose from a homologous but unequal ex-
change [such as the one in figure 10B in (10)]. In the absence of a
green pigment gene those cells that were destined to become green
cones may express the remaining red pigment gene by default. This
general idea has been put forward in the past to account for the fact
that dichromats have normal visual acuity (13) and an increase in the
sensitivity of the unaffected mechanism [for example, increased
green sensitivity in G*R™ dichromats; (14)]. Subjects 21, 23, and
25, are also G"R* and identical to one another within experimental
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of the smears (in different arbitrary units) are: 4.05, 2.50, and 1.75,
respectively. Therefore, the normalized values of D, are 0.85, 0.82, and 1.07,
respectively. On the same blot the color normal control (subject 14), who
has single copy of Dy, has a D, peak area of 2.08 and a smear area of 3.85,
giving a normalized D, area of 0.54. As discussed in the text, the gene
rearrangements appear to involve only homologous events. Hence, only
complete genes are assumed to be present and the sum of the members of
each fragment class—A, B, C, and D—are equal. Given these constraints,
these data predict that subjects 21, 23, and 25 have one copy cach of A, Ay,
B,, B,, C;, and C,; two copies cach of D;; and no copies of D,.

error. These three subjects have one copy each of A and A, B; and
By, and C; and C;, two copies of Dy, and no Dg. Therefore, we
propose that they have a single normal red pigment gene and a
single hybrid gene in which the 5’ part of a green pigment gene (A,
B, C;) has been joined to the 3’ part of a red pigment gene (Dy)
(Fig. 4). We further propose that the hybrid gene includes sufficient
material derived from the red pigment gene that its spectral
absorbance is identical or nearly identical to that of the red pigment.

Table 2. Ratios of Southern blot peak areas. For comparison the ratios that
correspond to a 1:1 gene ratio are Ag:A,, 0.97 * 0.06; B,:B,, 2.00 * 0.49;
CgiCr, 0.88 £ 0.18; D,:D;, 1.24 + 0.30 (see legend to Fig. 4). Symbols:
inf, infinite, that is, the denominator is zero; *, probably too small due to
Southern blot transfer artifact; *¥, probably too large due to Southern blot
transfer artifact.

Subject Num-

genoype o AgA, B,:B, C,:C, D,:D,
GR* 19 0 0 0 0
GR* 20 0 0 0 0
GR* 21 1.10 1.10 0.69 0
GR* 22 0 0 0 0
GR* 23 1.21 1.69 0.92 0
G™R* 24 0 0 0 0
GR* 25 1.22 1.35 0.76 0
GR* 26 0 0 0 0
G'R~ 27 6.08 5.40 3.77 5.87
G'R~ 28 1.95 3.02 1.08* inf
G'R~ 29 inf 0 inf inf
G*'R~ 30 inf 221 inf inf
G*R™ 31 0.93 1.50 1.07 inf
G*'R~ 32 0 0 0 inf
GR* 33 0 0 0 0
G'R* 34 397 6.76 1.50 0.33
G'R* 35 2.22 4.07 1.83 0
G'R* 36 4.46 6.96 4.66 0.71
G'R* 37 4.42 8.87 391 1.99
G'R* 38 3.54 5.20 1.82 1.04
G'R* 39 2.00 371 2.86% 0.40
GR* 40 231 5.36 1.42 0.56
G'R* 41 3.00 7.63 295 1.64
G*R’ 42 1.70 2.94 1.63 inf
G*R" 43 497 7.89 3.39 inf
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Fig. 5. Genomic Southern
blots of DNA from anoma-
lous trichromats. Each num-
ber and genotype refers to A
the individual whose DNA
is loaded in that lane. (A)
EcoRI  digestion; (B)
Bam HI and Eco RI double
digestion; (C) Rsal diges-
ton. Fragment identities
and experimental methods
are described in the legend
of Fig. 3A.
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If pigment gene expression is controlled by 5’ proximal sequences,
then the hybrid gene should be expressed in cells that were destined
to become green cones. As a result the spectral sensitivity of these
cells would be the same as that of the red cones.

As already mentioned the six G*R™ genotypes are all different.
Consider subjects 28, 31, and 32. Each has a single copy of A, By,
and G; all lack D;. They differ in their content of material derived
from the green pigment gene: subject 32 has one copy of Dy and
nothing else, subject 31 has two copies of Dg and one copy of Ag,
B,, and Cg, and subject 28 has three copies of D, and two copies of
Ag, Bg, and C,. Models that account for these various stoichiome-

tries are shown in Fig. 4. These three genotypes resemble one

another in having one hybrid gene (5’ red—3' green) and either zero,
one, or two intact green pigment genes. We postulate that the
hybrid gene produces a greenlike pigment in cells that would have
become red cones.

Subject 29 (G*R™) has only one copy of fragments A, B,, Cg,
and D, and no other bands. Because the difference in size between
A and A, arises from a difference in the lengths of the first introns of
the red and green pigment genes, these fragments do not serve as
good markers for recombination events upstream of that intron.
Instead B; and B, represent the most 5' proximal landmarks which
distinguish red from green pigment genes. Thus, subject 29 has a
single hybrid gene in which only the part of the red pigment gene
that is furthest toward the 5’ end has been retained (Fig. 4). Subject
30 (G'R") is similar except that either one or two intact green
pigment genes are also present. (The measured band intensities do
not allow an unambigious assignment of stoichiometries for this
subject.)

Subject 27 is the only G*R™ subject who has all of the fragments
corresponding to an intact red pigment gene (A,, By, C;, and Dy). At
the same time he has more green pigment genes (either four or five)
than we have seen in any normal subject (10). We are, at present,
uncertain of the exact number and arrangement of his genes.

In summary, dichromasy caused by defects in the red or green
mechanisms appears to be produced by various unequal exchanges
or gene conversions. Different combinations of hybrid and normal
genes can produce the same phenotype. We suggest that this
heterogeneity may explain the observation that under very rigorous
test conditions dichromats of a given type frequently do not accept
each other’s spectral matches (15).

Models for anomalous trichromacy. Ten anomalous trichro-
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mats were tested (Fig. 2), and their DNA was analyzed by Southern
blotting (Fig. 5). In each case only those fragment sizes predicted
from the normal restriction maps are seen. (This is also seen when
the Eco RI digest is reprobed with a cDNA fragment encompassing
exons 2 to 6.) Therefore we will consider only events involving
homologous exchange. We consider first subjects 42 and 43, the
former classified as G*R’ (R’, anomalous red sensitivity) and the
latter G*R” (R”, extremely anomalous red sensitivity). Both subjects
have one copy of A, B, and C,, but lack D,. They differ in that
subject 42 has two copies of A, Bg, and Cg, and three copies of Dy,
whereas subject 43 has approximately four copies of Ag, B, and Cg,
and approximately five copies of Dg. Both subjects, therefore, have
one copy of a hybrid gene (5’ red—3’ green) as well as a number of
normal green pigment genes (Fig. 6). We predict that the red cones
would in each case express the hybrid gene. The two different
phenotypes could be caused by differences in the exact point of
crossover, which might well determine the light-absorbing proper-
ties of the hybrid pigment.

In psychophysical studies of G*R’ and G*R” subjects (16), the
anomalous red sensitivity curve was found in the interval between
the normal red and green sensitivity curves. The decrease in color
discrimination is attributed to the resultant decrease in the difference
between red and green cone outputs. The shift of red cone
sensitivity toward shorter wavelengths also alters the red-green ratio
required to match a standard yellow. In extreme anomalous trichro-
macy the interval between normal green sensitivity and the short-
wavelength-shifted red sensitivity is very small. This gives rise to
large errors in color matching. The observation of hybrid genes,

W Red
OGreen
GRtd{ 3940 AM—C’—C:)—
41 /\/V‘“———C’ @ NV

35 /\/\Aﬂ—-—c’—c’——vv\/

G'R*
G'R 42 AMANED—CD—— D)
G'R’ 43 MMED— T D— DT D)— T

Fig. 6. Proposed arrangement of green and red pigment genes in anomalous
trichromats. See legend to Fig. 4 for a description of the symbols.
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which might plausibly encode pigments with spectral properties part
way between those of the normal red and green pigments, fits well
with these psychophysical data. The finding of approximately four
green pigment genes in subject 43 is curious, but may not be
relevant to the phenotype.

Four of eight G'R* (G’, anomalous green sensitivity) and G'R*
(G", extreme anomalous green sensitivity) (numbers 35, 39, 40, and
41) have a sufficiently small total number of genes that we could
assign them unambiguous fragment stoichiometries. Subjects 39
and 40 have one copy of A,, B,, and C;, two copies of Dy, two copies
of A;, By, and Cg, but only one copy of Dy. Subject 41 is similar,
except one additional copy each of Ag, By, C,, and Dy is superim-
posed. Subject 35 is unusual in having one copy of A, By, and C,,
three copies of Dy, two copies of Aq, By, and Cg, but none of Dy.
The remaining four subjects (numbers 34, 36, 37, and 38) have a
total of either four or five genes, including one or more hybrid
genes, but quantitation of their hybridization band intensities do
not permit an unambiguous assignment of fragment stoichiome-
res.

Our interpretation of these data for subjects 35, 39, 40, and 41 is
shown in Fig. 6. Each has a single intact red pigment gene and some
combination of intact or hybrid (or both) green pigment genes. In
each case the hybrids are 5’ green—3' red. If we suppose that green
cones express all genes with 5' sequences derived from a green
pigment gene, then we would predict the production in those cones
of a mixture of normal green or hybrid pigments (or both). The
action spectrum of such a cell would then be shifted to the mean of
the absorption spectra of its pigments. Psychophysical experiments
indicate that G’ and G” defects result, respectively, from smaller or
greater shifts of green sensitivity toward the red sensitivity curve
(16). If the shifted green sensitivity curve results from averaging the
sensitivity curves of two or more pigments, then we might expect
G'R™ genotypes to have more normal green pigment genes than
G'R* genotypes. In our sampling of three G'R* and five G'R*
subjects we do not see this pattern; in fact, we see a small bias
toward the reverse. It is therefore likely that the exact nature of the
hybrid pigment is important and varies from subject to subject.

Although we could not deduce unambiguous stoichiometries for
all eight green anomalous subjects, together they define a consistent
pattern. All eight have one intact red pigment gene, as evidenced by
the presence of single copies of Ay, B, and C;, but all eight have at
least two copies of D;. Moreover, as a class they have on average
more total genes than do normals (Fig. 7). We showed in (10) that
normals have on average two copies of Ag, By, Cg, and Dy for each
copy of A,, B;, C;, and Dy, and therefore an average total of three
genes. Green anomalous subjects have on average three copies of A,
By, and C, for each copy of A,, By, and C; giving an average total of
four genes. In contrast, the ratio of Dy to D, in green anomalous
subjects is significantly less than that of normals. Therefore green
anomalous subjects must have hybrid genes with the structure 5'
green—3' red.

How might the observed green anomalous genotypes be created?
The required event must produce both an increase in gene number
and create a 5’ green—3’ red hybrid gene. An intragenic recombina-
tion between a red and a green pigment gene (Fig. 8) is such an
event. Since the 3’ end of the red pigment gene is always accompa-
nied by those green pigment genes distal to it, the total number of
genes on the green anomalous chromosome will increase. In con-
trast, a gene conversion would not alter the total number of genes.
The other product of this event should have on average fewer total
genes and confer on a male a G*R™, G*R’, or G*R” phenotype.

Frequencies of color variant types. The frequencies of different
anomalies in the red and green mechanisms have been accurately
measured among Caucasians. We have calculated means and stan-
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Fig. 7. Ratios of Southern blot band
intensities: comparison of G’'R* and
G"'R* to G*R*. Each point indi-
cates the mean and standard devi-
ation of the indicated ratio of frag-
ments derived from the green pig-
ment gene to those derived from the
red pigment gene: Ag:A,, By:B;
Cq:C,, and D;:D; (Fig. 3A). These
ratios are plotted as the fraction of
the corresponding ratios for the 18
color normals described in (10). For
the color-normal data (closed sym-
bols) the values, therefore, all center
at 1.0. Data for the cight G'R* and
G“R* subjects are shown by open
symbols. The large standard devi-
ations reflect the inhomogeneity of
each popularion.
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dard deviations of these values obtained from eight large population
studies (17). The frequency of all types of red and green variant
alleles is 8.08 = 0.37 percent. Among the variant alleles 15.5 + 5.2
percent are G'R*, 15.6 £ 5.2 percent are G'R”, 56.2 + 4.6
percent are G'R* or G’R*, and 12.5 * 4.0 percent are G*'R’ or
G*R". (Anomalous and extreme anomalous trichromats are counted
together for this analysis.) The most striking feature of this distribu-
tion is the asymmetry in anomalous trichromat frequencies.

The models of unequal recombination just presented can account
qualitatively for this asymmetry. The unequal intragenic exchanges
(Fig. 8) illustrate a general feature of all such events. The recombina-
tion product carrying a 5’ green—3' red hybrid gene also carries one
normal red pigment gene and at least one normal green pigment
gene. We propose that this hybrid gene would be expressed in the
green cones together with the normal green pigment gene or genes.
This gene arrangement therefore confers a G'R* or G'R* pheno-
type. In contrast, the other recombination product carries either a
single 5’ red—3" green hybrid gene (Fig. 8B) or that hybrid plus one

8 Red
A M—q—v\/\/ 0 Green
G'RY { AMvEp—CD)—D—— A
AN ———) %

B G'RT A D— A
G*RY Al
'R or G'RY ANV EEp——P—CD——
G'R™ ANV

c G*R* /MTQ#}-—(;')———AN
GtR* Mralp—— > A

._T —
G'R* or G"R+ A AEP—CPp—CD—CD—
G*R™, G'R’ AAED——DH——

or G'R

Fig. 8. Proposed products of unequal intragenic recombination between red
and green pigment genes. At the left are the corresponding phenotypes. See
legend to Fig. 4 for further explanation of symbols. (A) Proposed genotypes
for a sampling of 18 color-normal males. (B) Recombination event in which
one product retains only a 5’ red—3' green hybrid gene. (C) Recombination
event in which both products retain intact green pigment genes.
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or more normal green pigment genes (Fig. 8C). This hybrid is
presumed to be expressed in the red cones. In the former case it
confers a G*R™ phenotype, in the latter case it confers either
G*R™, G*R’, or G*R”" phenotypes, depending presumably on the
exact site of intragenic recombination.

Herein lies the asymmetry. This mechanism produces G'R* and
G'R" in excess over G'R’ and G*R”, the difference being the
number of G*R ™. Moreover, if the fitness of dichromats is lower
than that of anomalous trichromats, then G'R* and G'R* geno-
types will accumulate to levels greater than the sum of G*R’, G*R”,
and G*R™ genotypes.

Finally, GTR™ genotypes are produced by at least two different
mechanisms. Unequal intergenic recombination, resulting in a
change in the number of green pigment genes, gives rise to cither
two G*R” products or to one G*R* product and one G™R*
product, the latter produced by the complete loss of all green
pigment genes [for example, subjects 19, 20, 22, 24, 26, and 33
shown in Fig. 4; sec also figure 10B in (10)]. In contrast, those
G™R™ genotypes containing 5’ green—3' red hybrid genes (subjects
21, 23, and 25) (Fig. 4) cannot be produced from the normal
genotypes (Fig. 8A) by a single recombination event. After such an
event, the 3’ part of each 5’ green—3" red hybrid gene remains linked
to one or more downstream green pigment genes. These three
subjects lack an intact green pigment gene, and therefore their
genotypes are derived from either a gene conversion event or a
sequence of two or more unequal recombinations.

These experiments verify the long-standing hypothesis that the
loci responsible for inherited red-green color blindness are the genes
encoding the red and green visual pigments. A test of the analogous
hypothesis regarding blue color blindness and the blue pigment
gene is now also possible. The arrangement of green and red
pigment genes observed in color variant subjects reveals a unifying
theme: in at least 24 out of 25 cases, cither unequal homologous
recombination or gene conversion has produced an arrangement of
pigment genes different from those arrangements observed in color
normals. This propensity for homologous events is probably a
consequence of the provimity and high degree of sequence homolo-
gy between red and green pigment genes. It is probably responsible,
at least in part, for the high frequency (8 percent among Caucasian
males) of red-green color blindness. Other genetic events, such as
point mutation and nonhomologous rearrangement, probably occur
at a far lower frequency. The finding of hybrid genes in anomalous
trichromats fits well with the observation that anomalous green and
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red sensitivities lie in the interval between normal green and red
sensitivities. In contrast, point mutation would not be expected to
preferentially produce shifts toward either long or short wave-

lengths.
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What chiefly distinguishes cerebral cortex from other parts of the
central nervous system is the great diversity of its cell types and inter-
connexions. It would be astonishing if such a structure did not profoundly
modify the response patterns of fibres coming into it. In the cat’s visual
cortex, the receptive field arrangements of single cells suggest that there is
indeed a degree of complexity far exceeding anything yet seen at lower
levels in the visual system.

In a previous paper we described receptive fields of single cortical cells,
observing responses to spots of light shone on one or both retinas (Hubel
& Wiesel, 1959). In the present work this method is used to examine
receptive fields of a more complex type (Part I) and to make additional
observations on binocular interaction (Part IT).

This approach is necessary in order to understand the behaviour of
individual cells, but it fails to deal with the problem of the relationship
of one cell to its neighbours. In the past, the technique of recording
evoked slow waves has been used with great success in studies of
functional anatomy. It was employed by Talbot & Marshall (1941) and
by Thompson, Woolsey & Talbot (1950) for mapping out the visual cortex
in the rabbit, cat, and monkey. Daniel & Whitteridge (1959) have recently
extended this work in the primate. Most of our present knowledge of
retinotopic projections, binocular overlap, and the second visual area is
based on these investigations. Yet the method of evoked potentials is
valuable mainly for detecting behaviour common to large populations of
neighbouring cells; it cannot differentiate functionally between areas of
cortex smaller than about 1 mm?2. To overcome this difficulty a method has
in recent years been developed for studying cells separately or in small
groups during long micro-electrode penetrations through nervous tissue.
Responses are correlated with cell location by reconstructing the electrode
tracks from histological material. These techniques have been applied to
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the somatic sensory cortex of the cat and monkey in a remarkable series of
studies by Mountcastle (1957) and Powell & Mountcastle (1959). Their
results show that the approach is a powerful one, capable of revealing
systems of organization not hinted at by the known morphology. In
Part I1I of the present paper we use this method in studying the functional
architecture of the visual cortex. It helped us attempt to explain on
anatomical grounds how cortical receptive fields are built up.

METHODS

Recordings were made from forty acutely prepared cats, anaesthetized with thiopental
sodium, and maintained in light sleep with additional doses by observing the electro-
corticogram. Animals were paralysed with succinylcholine to stabilize the eyes. Pupils
were dilated with atropine. Details of stimulating and recording methods are given in
previous papers (Hubel, 1959; Hubel & Wiesel, 1959, 1960). The animal faced a wide
tangent screen at a distance of 1-56 m, and various patterns of white light were shone on
the screen by a tungsten-filament projector. All recordings were made in the light-
adapted state. Background illumination varied from —1-0 to +1-0 log;, cd/m2. Stimuli
were from 0-2 to-2-0 log. units brighter than the background. For each cell receptive fields
were mapped out separately for the two eyes on sheets of paper, and these were kept as
permanent records.

Points on the screen corresponding to the area centralis and the optic disk of the two eyes
were determined by a projection method (Hubel & Wiesel, 1960). The position of each
receptive field was measured with respect to these points. Because of the muscle relaxant
the eyes usually diverged slightly, so that points corresponding to the two centres of gaze
were not necessarily superimposed. In stimulating the two eyes simultaneously it was
therefore often necessary to use two spots placed in corresponding parts of the two visual
fields. Moreover, at times the two eyes were slightly rotated in an inward direction in the
plane of their equators. This rotation was estimated by (1) photographing the cat before
and during the experiment, and comparing the angles of inclination of the slit-shaped pupils,
or (2) by noting the inclination to the horizontal of a line joining the area centralis with the
optic disk, which in the normal position of the eye was estimated, by the first method, to
average about 25°. The combined inward rotations of the two eyes seldom exceeded 10°.
Since the receptive fields in this study were usually centrally rather than peripherally placed
on the retina, the rotations did not lead to any appreciable linear displacement. Angular
displacerents of receptive fields occasionally required correction, as they led to an apparent
difference in the orientation of the two receptive-field axes of a binocularly driven unit.
The direction and magnitude of this difference were always consistent with the estimated
inward rotation of the two eyes. Moreover, in a given experiment the difference was con-
stant, even though the axis orientation varied from cell to cell.

The diagram of Text-fig. 1 shows the points of entry into the cortex of all 45 micro-
electrode penetrations. Most electrode tracks went no deeper than 3 or 4 mm, so that
explorations were mainly limited to the apical segments of the lateral and post-lateral gyri
(LG and PLG) and a few millimetres down along the adjoining medial and lateral folds. The
extent of the territory covered is indicated roughly by Text-figs. 13-15. Although the lateral
boundary of the striate cortex is not always sharply defined in Nissl-stained or myelin-
stained material, most penetrations were well within the region generally accepted as
‘striate’ (O’Leary, 1941). Most penetrations were made from the cortical region receiving
projections from in or near the area centralis; this cortical region is shown in Text-fig. 1 as
the area between the interrupted lines.
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Tungsten micro-electrodés were advanced by a hydraulic micro-electrode positioner
(Hubel, 1957, 1959). In searching for single cortical units the retina was continually stimu-
lated with stationary and moving forms while the electrode was advanced. The unresolved
background activity (see p. 129) served as a guide for determining the optimum stimulus.
This procedure increased the number of cells observed in a penetration, since the sampling
was not limited to spontaneously active units.

In each penetration electrolytic lesions were made at one or more points. When only one
lesion was made, it was generally at the end of an electrode track. Brains were fixed in 10 9%,
formalin, embedded in celloidin, sectioned at 20 u, and stained with cresyl violet. Lesions
were 50—100 p in diameter, which was small enough to indicate the position of the electrode
tip to the nearest cortical layer. The positions of other units encountered in a cortical pene-
tration were determined by calculating the distance back from the lesion along the track,

Text-fig. 1. Diagram of dorsal aspect of cat’s brain, to show entry points of 45
micro-electrode penetrations. The penetrations between the interrupted lines are
those in which cells had their receptive fields in or near area centralis. LG, lateral
gyrus; PLG, post-lateral gyrus. Scale, 1 cm.

using depth readings corresponding to the unit and the lesion. A correction was made for
brain shrinkage, which was estimated by comparing the distance between two lesions,
measured under the microscope, with the distance calculated from depths at which the two
lesions were made. From brain to brain this shrinkage was not constant, so that it was not
possible to apply an average correction for shrinkage to all brains. For tracks marked by
only one lesion it was assumed that the first unit activity was recorded at the boundary of
the first and second layers; any error resulting from this was probably small, since in a number
of penetrations a lesion was made at the point where the first units were encountered, and
these were in the lower first or the upper second layers, or else at the very boundary. The
absence of cell-body records and unresolved background activity as the electrode passed
through subcortical white matter (see Text-fig. 13 and Pl. 1) was also helpful in confirming
the accuracy of the track reconstructions.
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PART I

ORGANIZATION OF RECEPTIVE FIELDS IN CAT’S
VISUAL CORTEX: PROPERTIES OF ‘SIMPLE’
AND ‘COMPLEX’ FIELDS

The receptive field of a cell in the visual system may be defined as the
region of retina (or visual field) over which one can influence the firing of
that cell. In the cat’s retina one can distinguish two types of ganglion
cells, those with ‘on’-centre receptive fields and those with ‘off’-centre
fields (Kuffler, 1953). The lateral geniculate body also has cells of these two
types; so far no others have been found (Hubel & Wiesel, 1961). In con-
trast, the visual cortex contains a large number of functionally different
cell types; yet with the exception of afferent fibres from the lateral
geniculate body we have found no units with concentric ‘on’-centre or
‘off’-centre fields.

When stimulated with stationary or moving patterns of light, cells in
the visual cortex gave responses that could be interpreted in terms of the
arrangements of excitatory and inhibitory regions in their receptive fields
(Hubel & Wiesel, 1959). Not all cells behaved so simply, however; some
responded in a complex manner which bore little obvious relationship to
the receptive fields mapped with small spots. It has become increasingly
apparent to us that cortical cells differ in the complexity of their receptive
fields. The great majority of fields seem to fall naturally into two groups,
which we have termed ‘simple’ and ‘complex’. Although the fields to
be described represent the commonest subtypes of these groups, new
varieties are continually appearing, and it is unlikely that the ones we
have listed give anything like a complete picture of the striate cortex.
We have therefore avoided a rigid system of classification, and have
designated receptive fields by letters or numbers only for convenience in
referring to the figures. We shall concentrate especially on features
common to simple fields and on those common to complex fields,
emphasizing differences between the two groups, and also between cortical
fields and lateral geniculate fields.

RESULTS
Simple receptive fields
The receptive fields of 233 of the 303 cortical cells in the present series
were classified as ‘simple’. Like retinal ganglion and geniculate cells,
cortical cells with simple fields possessed distinct excitatory and inhibi-
tory subdivisions. Illumination of part or all of an excitatory region in-
creased the maintained firing of the cell, whereas a light shone in the
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inhibitory region suppressed the firing and evoked a discharge at ‘off’. A
large spot confined to either area produced a greater change in rate of
firing than a small spot, indicating summation within either region. On
the other hand, the two types of region within a receptive field were
mutually antagonistic. This was most forcefully shown by the absence or
near absence of a response to simultaneous illumination of both regions,
for example, with diffuse light. From the arrangement of excitatory and
inhibitory regions it was usually possible to predict in a qualitative way the
responses to any shape of stimulus, stationary or moving. Spots having
the approximate shape of one or other region were the most effective
stationary stimuli; smaller spots failed to take full advantage of summa-
tion within a region, while larger ones were likely to invade opposing regions,
so reducing the response. To summarize: these fields were termed ‘simple’
because like retinal and geniculate fields (1) they were subdivided into
distinet excitatory and inhibitory regions; (2) there was summation within
the separate excitatory and inhibitory parts; (3) there was antagonism
between excitatory and inhibitory regions; and (4) it was possible to pre-
dict responses to stationary or moving spots of various shapes from a map
of the excitatory and inhibitory areas.

While simple cortical receptive fields were similar to those of retinal
ganglion cells and geniculate cells in possessing excitatory and inhibitory
subdivisions, they differed profoundly in the spatial arrangements of these
regions. The receptive fields of all retinal ganglion and geniculate cells had
one or other of the concentric forms shown in Text-fig. 24, B. (Excitatory
areas are indicated by crosses, inhibitory areas by triangles.) In contrast,
simple cortical fields all had a side-to-side arrangement of excitatory and
inhibitory areas with separation of the areas by parallel straight-line
boundaries rather than circular ones. There were several varieties of fields,
differing in the number of subdivisions and the relative area occupied by
each subdivision. The commonest arrangements are illustrated in Text-fig.
2C-@: Table 1 gives the number of cells observed in each category. The
departure of these fields from circular symmetry introduces a new variable,
namely, the orientation of the boundaries separating the field subdivisions.
This orientation is a characteristic of each cortical cell, and may be vertical,
horizontal, or oblique. There was no indication that any one orientation
was more common than the others. We shall use the term receptive-field
axis to indicate a line through the centre of a field, parallel to the boundaries
separating excitatory and inhibitory regions. The axis orientation will then
refer to the orientation of these boundaries, either on the retina or in the
visual field. Axes are shown in Text-fig. 2 by continuous lines.

Two common types of fields, shown in Text-fig. 2C, D, each consisted
of a narrow elongated area, excitatory or inhibitory, flanked on either side
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by two regions of the opposite type. In these fields the two flanking regions
were symmetrical, i.e. they were about equal in area and the responses
obtained from them were of about the same magnitude. In addition there
were fields with long narrow centres (excitatory or inhibitory) and asym-
metrical flanks. An example of an asymmetrical field with an inhibitory
centre is shown in Text-fig. 2 E. The most effective stationary stimulus for
all of these cells was a long narrow rectangle (‘slit’) of light just large

Text-fig. 2. Common arrangements of lateral geniculate and cortical receptive
fields. 4. ‘On’-centre geniculate receptive field. B. ‘Off’-centre geniculate recep-
tive field. C-@. Various arrangements of simple cortical receptive fields. x,
areas giving excitatory responses (‘on’ responses); A, areas giving inhibitory re-
sponses (‘off’ responses). Receptive-field axes are shown by continuous lines
through field centres; in the figure these are all oblique, but each arrangement
occurs in all orientations.

enough to cover the central region without invading either flank. For
maximum centre response the orientation of the slit was critical; changing
the orientation by more than 5-10° was usually enough to reduce a re-
sponse greatly or even abolish it. Illuminating both flanks usually evoked
a strong response. If a slit having the same size as the receptive-field
centre was shone in either flanking area it evoked only a weak response,
since it covered only part of one flank. Diffuse light was ineffective, or at
most evoked only a very weak response, indicating that the excitatory and
inhibitory parts of the receptive field were very nearly balanced.

In these fields the equivalent but opposite-type regions occupied retinal
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areas that were far from equal; the centre portion was small and concen-
trated whereas the flanks were widely dispersed. A similar inequality was
found in fields of type F, Text-fig. 2, but here the excitatory flanks were
elongated and concentrated, while the centre was relatively large and
diffuse. The optimum response was evoked by simultaneously illuminating
the two flanks with two parallel slits (see Hubel & Wiesel, 1959, Fig. 9).

Some cells had fields in which only two regions were discernible, arranged
side by side as in Text-fig. 2G. For these cells the most efficient stationary
stimulus consisted of two areas of differing brightness placed so that the
line separating them fell exactly over the boundary between the excitatory
and inhibitory parts of the field. This type of stimulus was termed an
‘edge’. An ‘on’ or an ‘off’ response was evoked depending on whether the
bright part of the stimulus fell over the excitatory or the inhibitory region.
A slight change in position or orientation of the line separating the light
from the dark area was usually enough to reduce greatly the effectiveness
of the stimulus.

Moving stimuli were very effective, probably because of the synergistic
effects of leaving an inhibitory area and simultaneously entering an
excitatory area (Hubel & Wiesel, 1959). The optimum stimulus could usually
be predicted from the distribution of excitatory and inhibitory regions of
the receptive field. With moving stimuli, just as with stationary, the
orientation was critical. In contrast, a slit or edge moved across the
circularly symmetric field of a geniculate cell gave (as one would expect)
roughly the same response regardless of the stimulus orientation. The
responses evoked when an optimally oriented slit crossed back and forth
over a cortical receptive field were often roughly equal for the two direc-
tions of crossing. This was true of fields like those shown in Text-fig. 2C,
D and F. For many cells, however, the responses to two diametrically
opposite movements were different, and some only responded to one of the
two movements. The inequalities could usually be accounted for by an
asymmetry in flanking regions, of the type shown in Text-fig. 2 (see also
Hubel & Wiesel, 1959, Fig. 7). In fields that had only two discernible
regions arranged side by side (Text-fig. 2@), the difference in the responses
to a moving slit or edge was especially pronounced.

Optimum rates of movement varied from one cell to another. On
several occasions two cells were recorded together, one of which responded
only to a slow-moving stimulus (1°/sec or lower) the other to a rapid one
(10°/sec or more). For cells with fields of type F, Text-fig. 2, the time
elapsing between the two discharges to a moving stimulus was a measure
of the rate of movement (see Hubel & Wiesel, 1959, Fig. 5).

If responses to movement were predictable from arrangements of
excitatory and inhibitory regions, the reverse was to some extent also true.
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The axis orientation of a field, for example, was given by the most effective
orientation of a moving slit or edge. If an optimally oriented slit pro-
duced a brief discharge on crossing from one region to another, one could
predict that the first region was inhibitory and the second excitatory.
Brief responses to crossing a very confined region were characteristic of
cells with simple cortical fields, whereas the complex cells to be described
below gave sustained responses-to movement over much wider areas.

TasrLE 1. Simple cortical fields

Text-fig. No. of cells
(a) Narrow concentrated centres
(i) Symmetrical flanks
Excitatory centres 20 23
Inhibitory centres 2D 17
(ii) Asymmetrical flanks
Excitatory centres — 28
Inhibitory centres 2E 10
(b) Large centres; concentrated flanks 2F 21
(¢) One excitatory region and one inhibitory 2G 17
(d) Uncategorized — 117
Total number of simple fields 233

Movement was used extensively as a stimulus in experiments in which
the main object was to determine axis orientation and ocular dominance
for a large number of cells in a single penetration, and when it was not
practical, because of time limitations, to map out every field completely.
Because movement was generally a very powerful stimulus, it was also
used in studying cells that gave little or no response to stationary patterns.
In all, 117 of the 233 simple cells were studied mainly by moving stimuli.
In Table 1 these have been kept separate from the other groups since the
distribution of their excitatory and inhibitory regions is not known with
the same degree of certainty. It is also possible that with further study,
some of these fields would have revealed complex properties.

Complex receptive fields

Intermixed with cells having simple fields, and present in most penetra-
tions of the striate cortex, were cells with far more intricate and elaborate
properties. The receptive fields of these cells were termed ‘complex’.
Unlike cells with simple fields, these responded to variously-shaped
stationary or moving forms in a way that could not be predicted from maps
made with small circular spots. Often such maps could not be made, since
small round spots were either ineffective or evoked only mixed (‘on-off’)
responses throughout the receptive field. When separate ‘on’ and ‘off’
regions could be discerned, the principles of summation and mutual
antagonism, so helpful in interpreting simple fields, did not generally hold.
Nevertheless, there were some important features common to the two

8 Physiol. 160
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types of cells. In the following examples, four types of complex fields will
be illustrated. The numbers observed of each type are given in Table 2.

TaBLE 2. Complex cortical receptive fields

Text-fig. No. of cells
(a) Activated by slit—non-uniform field 3 11
(b) Activated by slit—uniform field 4 39
(c) Activated by edge 5-6 14
(d) Activated by dark bar 7-8 6
Total number of complex fields 70

The cell of Text-fig. 3 failed to respond to round spots of light, whether
small or large. By trial and error with many shapes of stimulus it was
discovered that the cell’s firing could be influenced by a horizontally
oriented slit 1° wide and 3° long. Provided the slit was horizontal its exact
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Text-fig. 3. Responses of a cell with a complex receptive field to stimulation of
the left (contralateral) eye. Receptive field located in area centralis. The diagrams
to the left of each record indicate the position of a horizontal rectangular light
stimulus with respect to the receptive field, marked by a cross. In each record the
upper line indicates when the stimulus is on. A-E, stimulus } x 3°, F-G, stimulus
1} x 3° (4° is equivalent to 1 mm on the cat retina). For background illumination
and stimulus intensity see Methods. Cell was activated in the same way from right
eye, but less vigorously (ocular-dominance group 2, see Part II). An electrolytic
lesion made while recording from this cell was found near the border of layers 5
and 6, in the apical segment of the post-lateral gyrus. Positive deflexions upward;
duration of each stimulus 1 sec.
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positioning within the 3°-diameter receptive field was not critical. When it
was shone anywhere above the centre of the receptive field (the horizontal
line of Text-fig. 3) an ‘off’ response was obtained; ‘on’ responses were
evoked throughout the lower half. In an intermediate position (Text-fig.
30) the cell responded at both ‘on’ and ‘off’. From experience with
simpler receptive fields one might have expected wider slits to give in-
creasingly better responses owing to summation within the upper or lower
part of the field, and that illumination of either half by itself might be the
most effective stimulus of all. The result was just the opposite: responses
fell off rapidly as the stimulus was widened beyond about }°, and large
rectangles covering the entire lower or upper halves of the receptive field
were quite ineffective (Text-fig. 3F, @). On the other hand, summation
could easily be demonstrated in a horizontal direction, since a slit 3° wide
but extending only across part of the field was less effective than a longer
one covering the entire width. One might also have expected the orienta-
tion of the slit to be unimportant as long as the stimulus was wholly con-
fined to the region above the horizontal line or the region below. On the
contrary, the orientation was critical, since a tilt of even a few degrees from
the horizontal markedly reduced the response, even though the slit did not
cross the boundary separating the upper and lower halves of the field.

In preferring a slit specific in width and orientation this cell resembled
certain cells with simple fields. When stimulated in the upper part of its
field it behaved in many respects like cells with ‘off’-centre fields of type
D, Text-fig. 2; in the lower part it responded like ‘on’-centre fields of
Text-fig. 2C. But for this cell the strict requirements for shape and
orientation of the stimulus were in marked contrast to the relatively large
leeway of the stimulus in its ordinate position on the retina. Cells with
simple fields, on the other hand, showed very little latitude in the
positioning of an optimally oriented stimulus.

The upper part of this receptive field may be considered inhibitory and
the lower part excitatory, even though in either area summation only
occurred in a horizontal direction. Such subdivisions were occasionally
found in complex fields, but more often the fields were uniform in this
respect. This was true for the other complex fields to be described in
this section.

Responses of a second complex unit are shown in Text-fig. 4. In many
ways the receptive field of this cell was similar to the one just described.
A slit was the most potent stimulus, and the most effective width was
again §°. Once more the orientation was an important stimulus variable,
since the slit was effective anywhere in the field as long as it was placed
in a 10 o’clock—4 o’clock orientation (Text-fig. 44-D). A change in
orientation of more than 5-10° in either direction produced a marked

8-2
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reduction in the response (Text-fig. 4 E—G). As usual, diffuse light had
no influence on the firing. This cell responded especially well if the
slit, oriented as in A-D, was moved steadily across the receptive field.
Sustained discharges were evoked over the entire length of the field. The
optimum rate of movement was about 1°/sec. If movement was inter-
rupted the discharge stopped, and when it was resumed the firing recom-
menced. Continuous firing could be maintained indefinitely by small side-

A

B

C

: o S
£ ﬂ(i“ ~wm '
F et
i //// T—_—ﬁ 1—\_1

Text-fig. 4. Responses of & cell with a complex field to stimulation of the left
(contralateral) eye with a slit } x 24°. Receptive field was in the area centralis
and was about 2 x 3° in size. 4-D, }° wide slit oriented parallel to receptive field
axis. E-G, slit oriented at 45 and 90° to receptive-field axis. H, slit oriented as in
A-D, is on throughout the record and is moved rapidly from side to side where indi-
cated by upper beam. Responses from left eye slightly more marked than those
from right (Group 3, see Part II). Time 1 sec.

to-side movements of & stimulus within the receptive field (Text-fig. 4 H).
The pattern of firing was one characteristic of many complex cells, especially
those responding well to moving stimuli. It consisted of a series of short
high-frequency repetitive discharges each containing 5-10 spikes. The
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bursts occurred at irregular intervals, at frequencies up to about 20/sec.
For this cell, movement of an optimally oriented slit was about equally
effective in either of the two opposite directions. This was not true of all
complex units, as will be seen in some of the examples given below.

Like the cell of Text-fig. 3 this cell may be thought of as having a
counterpart in simple fields of the type shown in Text-fig. 2C-E. It shares
with these simpler fields the attribute of responding well to properly
oriented slit stimuli. Once more the distinction lies in the permissible
variation in position of the optimally oriented stimulus. The variation is
small (relative to the size of the receptive field) in the simple fields, large
in the complex. Though resembling the cell of Text-fig. 3 in requiring a
slit for a stimulus, this cell differed in that its responses to a properly
oriented slit were mixed (‘on-off’) in type. This was not unusual for cells
with complex fields. In contrast, cortical cells with simple fields, like
retinal ganglion cells and lateral geniculate cells, responded to optimum
restricted stimuli either with excitatory (‘on’) responses or inhibitory
(‘off’) responses. When a stimulus covered opposing regions, the effects
normally tended to cancel, though sometimes mixed discharges were
obtained, the ‘on’ and ‘off’ components both being weak. For these
simpler fields ‘on-off’ responses were thus an indication that the stimulus
was not optimum. Yet some cells with complex fields responded with mixed
discharges even to the most effective stationary stimuli we could find.
Among the stimuli tried were curved objects, dark stripes, and still more
complicated patterns, as well as monochromatic spots and slits.

A third type of complex field is illustrated in Text-figs. 5 and 6. There
were no responses to small circular spots or to slits, but an edge was very
effective if oriented vertically. Excitatory or inhibitory responses were
produced depending on whether the brighter area was to the left or the
right (Text-fig. 54, E). So far, these are just the responses one would
expect from a cell with a vertically oriented simple field of the type shown
in Text-fig. 2G. In such a field the stimulus placement for optimum
response is generally very critical. On the contrary, the complex unit
responded to vertical edges over an unusually large region about 16° in
length (Text-fig. 6). ‘On’ responses were obtained with light to the left
(A-D), and ‘off’ responses with light to the right (£-H), regardless of the
position of the line separating light from darkness. When the entire
receptive field was illuminated diffusely (I) no response was evoked. As
with all complex fields, we are unable to account for these responses by any
simple spatial arrangement of excitatory and inhibitory regions.

Like the complex units already described, this cell was apparently more
concerned with the orientation of a stimulus than with its exact position
in the receptive field. It differed in responding well to edges but poorly or
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not at all to slits, whether narrow or wide. It is interesting in this con-
nexion that exchanging an edge for its mirror equivalent reversed the
response, i.e. replaced an excitatory response by an inhibitory and vice
versa. The ineffectiveness of a slit might therefore be explained by sup-
posing that the opposite effects of its two edges tended to cancel each other.
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Text-fig. 5. Responses of a cell with a large (8 x 16°) complex receptive field to an
edge projected on the ipsilateral retina so as to cross the receptive field in various
directions. (The screen is illuminated by a diffuse background light, at 0-0 log,,
ed/m?. At the time of stimulus, shown by upper line of each record, half the
screen, to one side of the variable boundary, is illuminated at 1-0 log,, cd/m2, while
the other half is kept constant.) A4, vertical edge with light area to left, darker area
to right. B—H, various other orientations of edge. Position of receptive field 20°
below and to the left of the area centralis. Responses from ipsilateral eye stronger
than those from contralateral eye (group 5, see Part II). Time 1 sec.

As shown in Text-fig. 6, the responses of the cell to a given vertical edge
were consistent in type, being either ‘on’ or ‘off’ for all positions of the
edge within the receptive field. In being uniform in its response-type it
resembled the cell of Text-fig. 4. A few other cells of the same general
category showed a similar preference for edges, but lacked this uniformity.
Their receptive fields resembled the field of Text-fig. 3, in that a given edge
evoked responses of one type over half the field, and the opposite type over
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the other half. These fields were divided into two halves by a line parallel
to the receptive-field axis: an edge oriented parallel to the axis gave ‘on’
responses throughout one of the halves and ‘off’ responses through the
other. In either half, replacing the edge by its mirror image reversed the
response-type. Even cells, which were uniform in their response-types,
like those in Text-fig. 4-6, varied to some extent in the magnitude of
their responses, depending on the position of the stimulus. Moreover, as
with most cortical cells, there was some variation in responses to identical
stimuli.

L] -
I

Text-fig. 6. Same cell as in Text-fig. 5. A-H, responses to a vertical edge in
various parts of the receptive field: A-D, brighter light to the left; E—H, brighter
light to the right; I, large rectangle, 10 x 20°, covering entire receptive field. Time,
1 sec.

A final example is given to illustrate the wide range of variation in the
organization of complex receptive fields. The cell of Text-figs. 7 and 8 was
not strongly influenced by any form projected upon the screen; it gave only
weak, unsustained ‘on’ responses to a dark horizontal rectangle against a
light background, and to other forms it was unresponsive. A strong dis-
charge was evoked, however, if a black rectangular object (for example, a
piece of black tape) was placed against the brightly illuminated screen.
The receptive field of the cell was about 5x 5°, and the most effective
stimulus width was about 1°. Vigorous firing was obtained regardless of
the position of the rectangle, as long as it was horizontal and within the
receptive field. If it was tipped more than 10° in either direction no dis-
charge was evoked (Text-fig. 7D, E). We have recorded several complex
fields which resembled this one in that they responded best to black
rectangles against a bright background. Presumably it is important to
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have good contrast between the narrow black rectangle and the back-
ground; this is technically difficult with a projector because of scattered
light.

Slow downward movement of the dark rectangle evoked a strong dis-
charge throughout the entire 5° of the receptive field (Text-fig. 8 4). If
the movement was halted the cell continued to fire, but less vigorously.

Text-fig. 7. Cell activated only by left (contralateral) eye over a field approxi-
mately 5 x 5°, situated 10° above and to the left of the area centralis. The cell re-
sponded best to a black horizontal rectangle, 4 x 6°, placed anywhere in the recep-
tive field (4—C). Tilting the stimulus rendered it ineffective (D—E). The black bar
was introduced against a light background during periods of 1 sec, indicated by
the upper line in each record. Luminance of white background, 1-0 log;, cd/m?;
luminance of black part, 0-0 log,, cd/m?. A lesion, made while recording from the
cell, was found in layer 2 of apical segment of post-lateral gyrus.

Upward movement gave only weak, inconsistent responses, and left-right
movement (Text-fig. 8 B) gave no responses. Discharges of highest fre-
quency were evoked by relatively slow rates of downward movement
(about 5-10 sec to' cross the entire field); rapid movement in either direc-
tion gave only very weak responses.

Despite its unusual features this cell exhibited several properties typical
of complex units, particularly the lack of summation (except in a hori-
zontal sense), and the wide area over which the dark bar was effective.
One may think of the field as having a counterpart in simple fields of type
D, Text-fig. 2. In such fields a dark bar would evoke discharges, but only
if it fell within the inhibitory region. Moreover, downward movement of
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the bar would also evoke brisker discharges than upward, provided the
upper flanking region were stronger than the lower one.

In describing simple fields it has already been noted that moving stimuli
were often more effective than stationary ones. This was also true of cells
with complex fields. Depending on the cell, slits, edges, or dark bars were
most effective. As with simple fields, orientation of a stimulus was always
critical, responses varied with rate of movement, and directional asym-
metries of the type seen in Text-fig. 8 were common. Only once have we
seen activation of a cell for one direction of movement and suppression of
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Text-fig. 8. Same cell as in Text-fig. 7. Movement of black rectangle } x 6° back
and forth across the receptive field: 4, horizontally oriented (parallel to receptive-
field axis); B, vertically oriented. Time required to move across the field, 5 sec.
Time, 1 sec.

maintained firing for the opposite direction. In their responses to move-
ment, cells with complex fields differed from their simple counterparts chiefly
in responding with sustained firing over substantial regions, usually the
entire receptive field, instead of over a very narrow boundary separating
excitatory and inhibitory regions.

Receptive-field dimensions

Over-all field dimensions were measured for 119 cells. A cell wasincluded
only if its field was mapped completely, and if it was situated in the area of
central vision (see p. 135). Fields varied greatly in size from one cell to the
next, even for cells recorded in a single penetration (see Text-fig. 15). In
Text-fig. 9 the distribution of cells according to field area is given separately
for simple and complex fields. The histogram illustrates the variation in size,
and shows that on the average complex fields were larger than simple ones.

Widths of the narrow subdivisions of simple fields (the centres of types
C, D and E or the flanks of type F, Text-fig. 2) also varied greatly: the
smallest were 10-15 minutes of arc, which is roughly the diameter of the
smallest field centres we have found for geniculate cells. For some cells
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with complex fields the widths of the most effective slits or dark bars were
also of this order, indicating that despite the greater overall field size these
cells were able to convey detailed information. We wish to emphasize that
in both geniculate and cortex the field dimensions tend to increase with
distance from the area centralis, and that they differ even for a given
location in the retina. It is consequently not possible to compare field
gizes in the geniculate and cortex unless these variations are taken into
account. This may explain the discrepancy between our results and the
findings of Baumgartner (see Jung, 1960), that ‘field centres’ in the
cortex are one half the size of those in the lateral geniculate body.
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Text-fig. 9. Distribution of 119 cells in the visual cortex with respect to the approxi-
mate area of their receptive fields. White columns indicate cells with simple recep-

tive fields; shaded columns, cells with complex fields. Abscissa: area of receptive
fields. Ordinate: number of cells.

Responsiveness of cortical cells

Simple and complex fields together account for all of the cells we have
recorded in the visual cortex. We have not observed cells with concentric
fields. Except for clearly injured cells (showing extreme spike deformation
or prolonged high-frequency bursts of impulses) all units have responded
to visual stimulation, though it has occasionally taken several hours to
find the retinal region containing the receptive field and to work out the
optimum stimuli. Some cells responded only to stimuli which were
optimum in their retinal position and in their form, orientation and rate of



CAT VISUAL CORTEX 123

movement. A few even required stimulation of both eyes before a response
could be elicited (see Part II). But there is no indication from our studies
that the striate cortex contains nerve cells that are unresponsive to visual
stimuli.

Most of the cells of this series were observed for 1 or 2 hr, and some were
studied for up to 9 hr. Over these periods of time there were no qualitative
changes in the characteristics of receptive fields: their complexity, arrange-
ments of excitatory and inhibitory areas, axis orientation and position all
remained the same, as did the ocular dominance. With deepening anaes-
thesia a cell became less responsive, so that stimuli that had formerly been
weak tended to become even weaker or ineffective, while those that had
evoked brisk responses now evoked only weak ones. The last thing to
disappear with very deep anaesthesia was usually the response to a moving
form. Aslong as any responses remained the cell retained the same specific
requirements as to stimulus form, orientation and rate of movement,
suggesting that however the drug exerted its effects, it did not to any
important extent functionally disrupt the specific visual connexions. A
comparison of visual responses in the anaesthetized animal with those in
the unanaesthetized, unrestrained preparation (Hubel, 1959) shows that
the main differences lie in the frequency and firing patterns of the main-
tained activity and in the vigour of responses, rather than in the basic
receptive-field organization. It should be emphasized, however, that
even in light anaesthesia or in the attentive state diffuse light remains
relatively ineffective; thus the balance between excitatory and inhibitory
influences is apparently maintained in the waking state.

PART II

BINOCULAR INTERACTION AND OCULAR DOMINANCE

Recording from single cells at various levels in the visual system offers a
direct means of determining the site of convergence of impulses from the
two eyes. In the lateral geniculate body, the first point at which con-
vergence is at all likely, binocularly influenced cells have been observed,
but it would seem that these constitute at most a small minority of the
total population of geniculate cells (Erulkar & Fillenz, 1958, 1960;
Bishop, Burke & Davis, 1959; Griisser & Sauer, 1960; Hubel & Wiesel,
1961). Silver-degeneration studies show that in each layer of the geni-
culate the terminals of fibres from a single eye are grouped together, with
only minor overlap in the interlaminar regions (Silva, 1956 ; Hayhow, 1958).
The anatomical and physiological findings are thus in good agreement.

It has long been recognized that the greater part of the cat’s primary
visual cortex receives projections from the two eyes. The anatomical
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evidence rests largely on the observation that cells in all three lateral
geniculate layers degenerate following a localized lesion in the striate area
(Minkowski, 1913). Physiological confirmation was obtained by Talbot &
Marshall (1941) who stimulated the visual fields of the separate eyes with
small spots of light, and mapped the evoked cortical slow waves. Still
unsettled, however, was the question of whether individual cortical cells
receive projections from both eyes, or whether the cortex contains a
mixture of cells, some activated by one eye, some by the other. We have
recently shown that many cells in the visual cortex can be influenced by
both eyes (Hubel & Wiesel, 1959). The present section contains further
observations on binocular interaction. We have been particularly interested
in learning whether the eyes work in synergy or in opposition, how the
relative influence of the two eyes varies from cell to cell, and whether,
on the average, one eye exerts more influence than the other on the cells
of a given hemisphere.

RESULTS

In agreement with previous findings (Hubel & Wiesel, 1959) the recep-
tive fields of all binocularly influenced cortical cells occupied corresponding
positions on the two retinas, and were strikingly similar in their organiza-
tion. For simple fields the spatial arrangements of excitatory and in-
hibitory regions were the same; for complex fields the stimuli that excited
or inhibited the cell through one eye had similar effects through the other.
Axis orientations of the two receptive fields were the same. Indeed, the
only differences ever seen between the two fields were related to eye
dominance: identical stimuli to the two eyes did not necessarily evoke
equally strong responses from a given cell. For some cells the responses
were equal or almost so; for others one eye tended to dominate. When-
ever the two retinas were stimulated in identical fashion in corresponding
regions, their effects summed, i.e. they worked in synergy. On the other
hand, if antagonistic regions in the two eyes were stimulated so that one
eye had an excitatory effect and the other an inhibitory one, then the
responses tended to cancel (Hubel & Wiesel, 1959, Fig. 104).

Some units did not respond to stimulation of either eye alone but could
be activated only by simultaneous stimulation of the two eyes. Text-figure
10 shows an example of this, and also illustrates ordinary binocular synergy.
Two simultaneously recorded cells both responded best to transverse move-
ment of a rectangle oriented in a 1 o’clock—-7 o’clock direction (Text-fig.
104, B). For one of the cells movement down and to the right was more
effective than movement up and to the left. Responses from the individual
eyes were roughly equal. On simultaneous stimulation of the two eyes both
units responded much more vigorously. Now a third cell was also activated.



CAT VISUAL CORTEX 125

The threshold of thisthird unit was apparently so high that, at least under
these experimental conditions, stimulation of either eye alone failed to
evoke any response.

A second example of synergy is seen in Text-fig. 11. The most effective
stimulus was a vertically oriented rectangle moved across the receptive
field from left to right. Here the use of both eyes not only enhanced the
response already observed with a single eye, but brought into the open
a tendency that was formerly unsuspected. Each eye mediated a weak

Text-fig. 10. Examples of binocular synergy in a simultaneous recording of three
cells (spikes of the three cells are labelled 1-3). Each of the cells had receptive fields
in the two eyes; in each eye the three fields overlapped and were situated 2° below
and to the’left of the area centralis. The crosses to the left of each record indicate
the positions of the receptive fields in the two eyes. The stimulus was } x 2° slit
oriented obliquely and moved slowly across the receptive fields as shown; 4, in
the left eye; B, in the right eye; C, in the two eyes simultaneously. Since the
responses in the two eyes were about equally strong, these two cells were classed
in ocular-dominance group 4 (see Text-fig. 12). Time, 1 sec.

response (Text-fig. 114, B) which was greatly strengthened when both
eyes were used in parallel (C). Now, in addition, the cell gave a weak
response to leftward movement, indicating that this had an excitatory
effect rather than an inhibitory one. Binocular synergy was often
a useful means of bringing out additional information about a receptive
field.

In our previous study of forty-five cortical cells (Hubel & Wiesel, 1959)
there was clear evidence of convergence of influences from the two eyes in
only one fifth of the cells. In the present series 84 %, of the cells fell into
this category. The difference is undoubtedly related to the improved pre-
cision in technique of binocular stimulation. A field was first mapped in
the dominant eye and the most effective type of stimulus determined.
That stimulus was then applied in the corresponding region in the other
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eye. Finally, even if no response was obtained from the non-dominant eye,
the two eyes were stimulated together in parallel to see if their effects were
synergistic. With these methods, an influence was frequently observed
from the non-dominant eye that might otherwise have been overlooked.
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Text-fig. 11. Movement of a } x 2° slit back and forth horizontally across the
receptive field of a binocularly influenced cell. A, left eye; B, right eye; C, both
eyes. The cell clearly preferred left-to-right movement, but when both eyes were
stimulated together it responded also to the reverse direction. Field diameter, 2°,
situated 5° from the area centralis. Time, 1 sec.

A comparison of the influence of the two eyes was made for 223 of the
303 cells in the present series. The remaining cells were either not suffi-
ciently studied, or they belonged to the small group of cells which were
only activated if both eyes were simultaneously stimulated. The fields
of all cells were in or near the area centralis. The 223 cells were subdivided
into seven groups, as follows:

Group Ocular dominance

1  Exclusively contralateral
2* Contralateral eye much more effective than ipsilateral eye
38 Contralateral eye slightly more effective than ipsilateral
4 No obvious difference in the effects exerted by the two eyes
5 Ipsilateral eye slightly more effective
6* Ipsilateral eye much more effective
7  Exclusively ipsilateral
* These groups include cells in which the non-dominant eye, ineffective by itself, could
influence the response to stimulation of the dominant eye.

A histogram showing the distribution of cells among these seven groups
is given in Text-fig. 12. Assignment of a unit to a particular group was to
some extent arbitrary, but it is unlikely that many cells were misplaced
by more than one group. Perhaps the most interesting feature of the
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histogram is its lack of symmetry : many more cells were dominated by the
contralateral than by the ipsilateral eye (106 vs. 62). We conclude that in
the part of the cat’s striate cortex representing central vision the great
majority of cells are influenced by both eyes, and that despite wide varia-
tion in relative ocular dominance from one cell to the next, the contra-
lateral eye is, on the average, more influential. As the shaded portion
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Text-fig. 12. Distribution of 223 cells recorded from the visual cortex, according
to ocular dominance. Histogram includes cells with simple fields and cells with
complex fields. The shaded region shows the distribution of cells with complex re-
ceptive fields. Cells of group 1 were driven only by the contralateral eye; for cells
of group 2 there was marked dominance of the contralateral eye, for group 3,
slight dominance. For cells in group 4 there was no obvious difference between
the two eyes. In group 5 the ipsilateral eye dominated slightly, in group 6,
markedly; and in group 7 the cells were driven only by the ipsilateral eye.

of Text-fig. 12 shows, there is no indication that the distribution among
the various dominance groups of cells having complex receptive fields
differs from the distribution of the population as a whole.

A cortical bias in favour of the contralateral eye may perhaps be related
to the preponderance of crossed over uncrossed fibres in the cat’s optic
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tract (Polyak, 1957, p. 788). The numerical inequality between crossed and
uncrossed tract fibres is generally thought to be related to an inequality
in size of the nasal and temporal half-fields, since both inequalities are
most marked in lower mammals with laterally placed eyes, and become
progressively less important in higher mammals, primates and man.
Thompson et al. (1950) showed that in the rabbit, for example, there is a
substantial cortical region receiving projections from that part of the peri-
pheral contralateral visual field which is not represented in the ipsilateral
retina (the ‘Temporal Crescent’). Our results, concerned with more central
portions of the visual fields, suggest that in the cat the difference in the
number of crossed and uncrossed fibres in an optic tract is probably not
accounted for entirely by fibres having their receptive fields in the temporal-
field crescents.

PART III

FUNCTIONAL CYTOARCHITECTURE OF THE
CAT’S VISUAL CORTEX

In the first two parts of this paper cells were studied individually, no
attention being paid to their grouping within the cortex. We have shown
that the number of functional cell types is very large, since cells may differ
in several independent physiological characteristics, for example, in the
retinal position of their receptive fields, their receptive-field organization,
their axis orientation, and their ocular-dominance group. In this section
we shall try to determine whether cells are scattered at random through
the cortex with regard to these characteristics, or whether there is any
tendency for one or more of the characteristics to be shared by neigh-
bouring cells. The functional architecture of the cortex not only seems
interesting for its own sake, but also helps to account for the various
complex response patterns described in Part I.

RESULTS

Functional architecture of the cortex was studied by three methods.
These had different merits and limitations, and were to some extent
complementary.

(1) Cells recorded in sequence. The most useful and convenient procedure
was to gather as much information as possible about each of a long suc-
cession of cells encountered in a micro-electrode penetration through the
cortex, and to reconstruct the electrode track from serial histological
sections. One could then determine how a physiological characteristic
(such as receptive-field position, organization, axis orientation or ocular
dominance) varied with cortical location. The success of this method in
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delineating regions of constant physiological characteristics depends on
the possibility of examining a number of units as the electrode passes
through each region. Regions may escape detection if they are so small
that the electrode is able to resolve only one or two cells in each. The fewer
the cells resolved, the larger the regions must be in order to be detected at
all.

(2) Unresolved background activity. To some extent the spaces between
isolated units were bridged by studying unresolved background activity
audible over the monitor as a crackling noise, and assumed to originate
largely from action potentials of a number of cells. It was concluded that
cells, rather than fibres, gave rise to this activity, since it ceased abruptly
when the electrode left the grey matter and entered subcortical white matter.
Furthermore, diffuse light evoked no change in activity, compared to the
marked increase caused by an optimally oriented slit. This suggested that
terminal arborizations of afferent fibres contributed little to the back-
ground, since most geniculate cells respond actively to diffuse light (Hubel,
1960). In most penetrations unresolved background activity was present
continuously as the electrode passed through layers 2-6 of the cortical
grey matter.

Background activity had many uses. It indicated when the cells within
range of the electrode tip had a common receptive-field axis orientation.
Similarly, one could use it to tell whether the cells in the neighbourhood
were driven exclusively by one eye (group 1 or group 7). When the back-
ground activity was influenced by both eyes, one could not distinguish
between a mixture of cells belonging to the two monocular groups (1 and 7)
and a population in which each cell was driven from both eyes. But even
here one could at least assess the relative influence of the two eyes upon
the group of cells in the immediate neighbourhood of the electrode.

(3) Multiple recordings. In the series of 303 cells, 78 were recorded in
groups of two and 12 in groups of three. Records were not regarded as
multiple unless the spikes of the different cells showed distinct differences
in amplitude, and unless each unit fulfilled the criteria required of a single-
unit record, namely that the amplitude and wave shape be relatively con-
stant for a given electrode position.

In such multiple recordings one could be confident that the cells were
close neighbours and that uniform stimulus conditions prevailed, since the
cells could be stimulated and observed together. One thus avoided some
of the difficulties in evaluating a succession of recordings made over a long
period of time span, where absolute constancy of eye position, anaesthetic
level, and preparation condition were sometimes hard to guarantee.

Regional variations of several physiological characteristics were ex-
amined by the three methods just outlined. Of particular interest for the

9 : Physiol. 160
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present study were the receptive-field axis orientation, position of receptive
fields on the retina, receptive-field organization, and relative ocular
dominance. These will be described separately in the following paragraphs.

Orientation of receptive-field axis

The orientation of a receptive-field axis was determined in several ways.
When the field was simple the borders between excitatory and inhibitory
regions were sufficient to establish the axis directly. For both simple and
complex fields the axis could always be determined from the orientation
of the most effective stimulus. For most fields, when the slit or edge was
placed at right angles to the optimum position there was no response. The
receptive-field axis orientation was checked by varying the stimulus
orientation from this null position in order to find the two orientations at
which a response was only just elicited, and by bisecting the angle between
them. By one or other of these procedures the receptive-field orientation
could usually be determined to within 5 or 10°.

One of the first indications that the orientation of a receptive-field axis
was an important variable came from multiple recordings. Invariably the
axes of receptive fields mapped together had the same orientations. An
example of a 3-unit recording has already been given in Text-fig. 10.
Cells with common axis orientation were therefore not scattered at random
through the cortex, but tended to be grouped together. The size and shape
of the regions containing these cell groups were investigated by comparing
the fields of cells mapped in sequence. It was at once apparent that suc-
cessively recorded cells also tended to have identical axis orientations and
that each penetration consisted of several sequences of cells, each sequence
having a common axis orientation. Any undifferentiated units in the
background responded best to the stimulus orientation that was most.
effective in activating the cell under study. After traversing a distance
that varied greatly from one penetration to the next, the electrode would
enter an area where there was no longer any single optimum orientation
for driving background activity. A very slight advance of the electrode
would bring it into a region where a new orientation was the most effective,
and the succeeding cells would all have receptive fields with that orienta-
tion. The change in angle from one region to another was unpredictable;
sometimes it was barely detectable, at other times large (45-90°).

Text-figure 13 shows a camera lucida tracing of a frontal section through
the post-lateral gyrus. The electrode track entered normal to the surface,
passed through the apical segment in a direction parallel to the fibre bundles,
then through the white matter beneath, and finally obliquely through half
the thickness of the mesial segment. A lesion was made at the termination
of the penetration. A composite photomicrograph (Pl. 1) shows the lesion.
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Text-fig. 13. Reconstruction of micro-electrode penetration through the lateral
gyrus (see also Pl. 1). Electrode entered apical segment normal to the surface, and
remained parallel to the deep fibre bundles (indicated by radial lines) until reaching
white matter; in grey matter of mesial segment the electrode’s course was oblique.
Longer lines represent cortical cells. Axons of cortical cells are indicated by a cross-
bar at right-hand end of line. Field-axis orientation is shown by the direction of
each line; lines perpendicular to track represent vertical orientation. Brace-
brackets show simultaneously recorded units. Complex receptive fields are indi-
cated by ‘Cx’. Afferent fibres from the lateral geniculate body indicated by x,
for ‘on’ centre; A, for ‘off’ centre. Approximate positions of receptive fields on
the retina are shown to the right of the penetration. Shorter lines show regions in
which unresolved background activity was observed. Numbers to the left of the
penetration refer to ocular-dominance group (see Part II). Scale 1 mm.
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and the first part of the electrode track. The units recorded in the course of
the penetration are indicated in Text-fig. 13 by the longer lines crossing
the track; the unresolved background activity by the shorter lines. The
orientations of the most effective stimuli are given by the directions of the
lines, a line perpendicular to the track signifying a vertical orientation.
For the first part of the penetration, through the apical segment, the field
orientation was vertical for all cells as well as for the background activity.

Apical segment

Mesial segment

Text-fig. 14. Reconstructions of two penetrations in apical segment of post-lateral
gyrus, near its anterior end (just behind anterior interrupted line in Text-fig. 1,
see also Pl. 2). Medial penetration is slightly oblique, lateral one is markedly so.
All receptive fields were located within 1° of area centralis. Conventions as in
Text-fig. 13. Scale 1 mm.

Fibres were recorded from the white matter and from the grey matter just
beyond it. Three of these fibres were axons of cortical cells having fields
of various oblique orientations; four were afferent fibres from the lateral
geniculate body. In the mesial segment three short sequences were en-
countered, each with a different common field orientation. These sequences
together occupied a distance smaller than the full thickness of the apical
segment.

In another experiment, illustrated in Text-fig. 14 and in P1. 2, two pene-
trations were made, both in the apical segment of the post-lateral gyrus.
The medial penetration (at left in the figure) was at the outset almost
normal to the cortex, but deviated more and more from the direction of
the deep fibre bundles. In this penetration there were three different axis
orientations, of which the first and third persisted through long sequences.
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In the lateral track there were nine orientations. From the beginning this
track was more oolique, and it became increasingly so as it progressed.

As illustrated by the examples of Text-figs. 13 and 14, there was a
marked tendency for shifts in orientation to increase in frequency as the
angle between electrode and direction of fibre bundles (or apical dendrites)
became greater. The extreme curvature of the lateral and post-lateral gyri
in their apical segments made normal penetrations very difficult to obtain;
nevertheless, four penetrations were normal or almost so. In none of these
were there any shifts of axis orientation. On the other hand there were
several shifts of field orientation in all oblique penetrations. As illustrated
by Text-fig. 14, most penetrations that began nearly normal to the surface
became more and more oblique with increasing depth. Here the distance
traversed by the electrode without shifts in receptive-field orientation
tended to become less and less as the penetration advanced.

It can be concluded that the striate cortex is divided into discrete
regions within which the cells have a common receptive-field axis orienta-
tion. Some of the regions extend from the surface of the cortex to the white
matter; it is difficult to be certain whether they all do. Some idea of
their shapes may be obtained by measuring distances between shifts in
receptive-field orientation. From these measurements it seems likely that
the general shape is columnar, distorted no doubt by any curvature of
the gyrus, which would tend to make the end at the surface broader than
that at the white matter; deep in a sulcus the effect would be the reverse.
The cross-sectional size and shape of the columns at the surface can be
estimated only roughly. Most of our information concerns their width in
the coronal plane, since it is in this plane that oblique penetrations were
made. At the surface this width is probably of the order of 0-5 mm. We
have very little information about the cross-sectional dimension in a
direction parallel to the long axis of the gyrus. Preliminary mapping of
the cortical surface suggests that the cross-sectional shape of the columns
may be very irregular.

Position of receptive fields on the retina

Gross topography. That there is a systematic representation of the retina
on the striate cortex of the cat was established anatomically by Minkowski
(1913) and with physiological methods by Talbot & Marshall (1941).
Although in the present study no attempt has been made to map topo-
graphically all parts of the striate cortex, the few penetrations made in
cortical areas representing peripheral parts of the retina confirm these
findings. Cells recorded in front of the anterior interrupted lines of Text-
fig. 1 had receptive fields in the superior retinas; those in the one penetra-
tion behind the posterior line had fields that were well below the horizontal
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meridian of the retina. (No recordings were made from cortical regions
receiving projections from the deeply pigmented non-tapetal part of the
inferior retinas.) In several penetrations extending far down the mesial
(interhemispheric) segment of the lateral gyrus, receptive fields moved
further and further out into the ipsilateral half of each retina as the elect-
rode advanced (Text-fig. 13). In these penetrations the movement of fields
into the retinal periphery occurred more and more rapidly as the electrode
advanced. In three penetrations extending far down the lateral segment
of the post-lateral gyrus (medial bank of the post-lateral sulcus) there was
likewise a clear progressive shift of receptive-field positions as the electrode
advanced. Here also the movement was along the horizontal meridian,
again into the ipsilateral halves of both retinas. This therefore confirms the
findings of Talbot & Marshall (1941) and Talbot (1942), that in each
hemisphere there is a second laterally placed representation of the contra-
lateral half-field of vision. The subject of Visual Area II will not be dealt
with further in this paper.

Cells within the large cortical region lying between the interrupted lines
of Text-fig. 1, and extending over on to the mesial segment and into the
lateral sulcus for a distance of 2-3 mm, had their receptive fields in the
area of central vision. By this we mean the area centralis, which is about
5° in diameter, and a region surrounding it by about 2-3°. The receptive
fields of the great majority of cells were confined to the ipsilateral halves
of the two retinas. Often a receptive field covering several degrees on the
retina stopped short in the area centralis right at the vertical meridian.
Only rarely did a receptive field appear to spill over into the contralateral
half-retina; when it did, it was only by 2-3°, a distance comparable to the
possible error in determining the area centralis in some cats.

Because of the large cortical representation of the area centralis, one
would expect only a very slow change in receptive-field position as the
electrode advanced obliquely (Text-fig. 13). Indeed, in penetrations
through the apex of the post-lateral gyrus and extending 1-2 mm down
either bank there was usually no detectable progressive displacement of
receptive fields. In penetrations made 1-3 mm apart, either along a para-
sagittal line or in the same coronal plane (Text-fig. 14) receptive fields
again had almost identical retinal positions.

Retinal representation of neighbouring cells. A question of some interest
was to determine whether this detailed topographic representation of the
retina held right down to the cellular level. From the results just described
one might imagine that receptive fields of neighbouring cortical cells
should have very nearly the same retinal position. In a sequence of cells
recorded in a normal penetration through the cortex the receptive fields
should be superimposed, and for oblique penetrations any detectable
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chang~s in field positions should be systematic. In the following paragraphs
we shall consider the relative retinal positions of the receptive fields of
neighbouring cells, especially cells within a column.

In all multiple recordings the receptive fields of cells observed simul-
taneously were situated in the same general region of the retina. As a rule
the fields overlapped, but it was unusual for them to be precisely super-
imposed. For example, fields were often staggered along a line perpendi-
cular to their axes. Similarly, the successive receptive fields observed
during a long cortical penetration varied somewhat in position, often in an
apparently random manner. Text-figure 15 illustrates a sequence of twelve
cells recorded in the early part of a penetration through the cortex. One
lesion was made while observing the first cell in the sequence and another
at the end of the penetration; they are indicated in the drawing of cortex
to the right of the figure. In the centre of the figure the position of each
receptive field is shown relative to the area centralis (marked with a cross);
each field was several degrees below and to the left of the area centralis. It
will be seen that all fields in the sequence except the last had the same
axis orientation; the first eleven cells therefore occupied the same column.
All but the first three and the last (cell 12) were simple in arrangement.
Cells 5 and 6 were recorded together, as were 8 and 9.

In the left-hand part of the figure the approximate boundaries of all
these receptive fields are shown superimposed, in order to indicate the
degree of overlap. From cell to cell there is no obvious systematic change
in receptive-field position. The variation in position is about equal to the
area occupied by the largest fields of the sequence. This variation is un-
doubtedly real, and not an artifact produced by eye movements occurring
between recordings of successive cells. The stability of the eyes was checked
while studying each cell, and any tendency to eye movements would have
easily been detected by an apparent movement of the receptive field
under observation. Furthermore, the field positions of simultaneously
recorded cells 5 and 6, and also of cells 8 and 9, are clearly different; here
the question of eye movements is not pertinent.

Text-figure 15 illustrates a consistent and somewhat surprising finding,
that within a column defined by common field-axis orientation there was
no apparent progression in field positions along the retina as the electrode
advanced. This was so even though the electrode often crossed through the
column obliquely, entering one side and leaving the other. If there was
any detailed topographical representation within columns it was obscured
by the superimposed, apparently random staggering of field positions. We
conclude that at this microscopic level the retinotopic representation no
longer strictly holds.
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Receptive-field organization
Multiple recordings. The receptive fields of cells observed together in
multiple recordings were always of similar complexity, i.e. they were
either all simple or all complex in their organization. In about one third
of the multiple recordings the cells had the same detailed field organiza-
tion; if simple, they had similar distributions of excitatory and inhibitory

Text-fig. 15. Reconstruction of part of an electrode track through apical and
mesial segments of post-lateral gyrus near its anterior end. Two lesions were made,
the first after recording from the first unit, the second at the end of the penetration.
Only the first twelve cells are represented. Interrupted lines show boundaries of
layer 4.

In the centre part of the figure the position of each receptive field, outlined with
interrupted lines, is given with respect to the area centralis, shown by a cross.
Cells are numbered in sequence, 1-12. Numbers in parentheses refer to ocular-
dominance group (see Part II). Units 5 and 6, 8 and 9 were observed simultaneously.
The first three fields and the last were complex in organization; the remainder were
simple. X, areas giving excitation; /A, areas giving inhibitory effects. Note that
all receptive fields except the last have the same axis orientation (9.30-3.30
o’clock). The arrows show the preferred direction of movement of a slit oriented
parallel to the receptive-field axis.

In the left part of the figure all of the receptive fields are superimposed, to indi-
cate the overlap and variation in size. The vertical and horizontal lines represent
meridia, crossing at the area centralis. Scale on horizontal meridian, 1° for each
subdivision.
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areas; if complex, they required identical stimuli for their activation. As
a rule these fields did not have exactly the same retinal position, but were
staggered as described above. In two thirds of the multiple recordings the
cells differed to varying degrees in their receptive field arrangements. Two
types of multiple recordings in which field arrangements differed seem
interesting enough to merit a separate description.
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Text-fig. 16. Detailed arrangements of the receptive fields of two pairs of simul-
taneously recorded cells (nos. 5 and 6, and 8 and 9, of Text-fig. 15). The crosses of
diagrams 5 and 6 are superimposed as are the double crosses of 8 and 9. Note that
the upper excitatory region of 5 is superimposed upon the excitatory region of 6;
and that both regions of 8 are superimposed on the inhibitory and lower excitatory
regions of 9. Scale, 1°.

In several multiple recordings the receptive fields overlapped in such a
way that one or more excitatory or inhibitory portions were superimposed.
Two examples are supplied by cell-pairs 5 and 6, and 8 and 9 of Text-fig. 15.
Their fields are redrawn in Text-fig. 16. The fields of cells 5 and 6 are drawn
separately (Text-fig. 16 4) but they actually overlapped so that the re-
ference lines are to be imagined as superimposed. Thus the ‘on’ centre of
cell 6 fell directly over the upper ‘on’ flank of 5 and the two cells tended
to fire together to suitably placed stimuli. A similar situation existed for
cells 8 and 9 (Text-fig. 16 B). The field of 9 was placed so that its ‘off’
region and the lower, weaker ‘on’ region were superimposed on the two
regions of 8. Again the two cells tended to fire together. Such examples
suggest that neighbouring cells may have some of their inputs in
common,

Cells responded reciprocally to a light stimulus in eight of the forty-
three multiple recordings. An example of two cells responding reciprocally
to stationary spots is shown in Text-fig. 17. In each eye the two receptive
fields were almost superimposed. The fields consisted of elongated obliquely
oriented central regions, inhibitory for one cell, excitatory for the other,
flanked on either side by regions of the opposite type. Instead of firing
together in response to an optimally oriented stationary slit, like the cells
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in Text-fig. 16, these cells gave opposite-type responses, one inhibitory and
the other excitatory. Some cell pairs responded reciprocally to to-and-fro
movements of a slit or edge. Examples have been given elsewhere (Hubel,
1958, Fig. 9; 1959, Text-fig. 6). The fields of these cell pairs usually differed
only in the balance of the asymmetrical flanking regions.

TSV TN II “

Text-fig. 17. Records of two simultaneously observed cells which responded reci-
procally to stationary stimuli. The two receptive fields are shown to the right, and
are superimposed, though they are drawn separately. The cell corresponding to
each field is indicated by the spikes to the right of the diagram. To the left of each
record is shown the position of a slit, } x 24°, with respect to these fields.

Both cells binocularly driven (dominance group 3); fields mapped in the left
(contralateral) eye; position of fields 2° below and to the left of the area centralis.
Time, 1 sec.

Relationship between receptive field organization and cortical layering. In
a typical penetration through the cortex many different field types were
found, some simple and others complex. Even within a single column
both simple and complex fields were seen. (In Text-fig. 13 and 14
complex fields are indicated by the symbol ‘Cx’; in Text-fig. 15, fields
1-3 were complex and 4-11 simple, all within a single column.) An
attempt was made to learn whether there was any relationship between
the different field types and the layers of the cortex. This was difficult for
several reasons. In Nissl-stained sections the boundaries between layers
of the cat’s striate cortex are not nearly as clear as they are in the primate
brain; frequently even the fourth layer, so characteristic of the striate
cortex, is poorly demarcated. Consequently, a layer could not always be
identified with certainty even for a cell whose position was directly marked
by a lesion. For most cells the positions were arrived at indirectly, from
depth readings and lesions made elsewhere in the penetrations: these
determinations were subject to more errors than the direct ones. Moreover,
few of the penetrations were made in a direction parallel to the layering,
so that the distance an electrode travelled in passing through a layer was
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short, and the error in electrode position correspondingly more im-
portant.

The distribution of 179 cells among the different layers is given in the
histograms of Text-fig. 18. All cells were recorded in penetrations in which
at least one lesion was made; the shaded portions refer to cells which
were individually marked with lesions. As shown in the separate histo-
grams, simple-field cells as well as those with complex fields were widely
distributed throughout the cortex. Cells with simple fields were most
numerous in layers 3, 4 and 6. Especially interesting is the apparent
rarity of complex fields in layer 4, where simple fields were so abundant.
This is also illustrated in Text-fig. 15, which shows a sequence of eight cells
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Text-fig. 18. Distribution of 179 cells, 113 with simple fields, 66 with complex,
among the different cortical layers. All cells were recorded in penetrations in
which at least one electrolytic lesion was made and identified; the shaded areas
refer to cells marked individually by lesions. Note especially the marked difference
in the occurrence, in layer 4, between simple and complex fields.



140 D.H. HUBEL AND T.N. WIESEL

recorded from layer 4, all of which had simple fields. These findings
suggest that cells may to some extent be segregated according to field
complexity, and the rarity with which simple and complex fields were
mapped together is consistent with this possibility.

Ocular dominance

In thirty-four multiple recordings the eye-dominance group (see Part II)
was determined for both or all three cells. In eleven of these recordings
there was a clear difference in ocular dominance between cells. Similarly,
in a single penetration two cells recorded in sequence frequently differed
in eye dominance. Cells from several different eye-dominance categories
appeared not only in single penetrations, but also in sequences in which all
cells had a common axis orientation. Thus within a single column defined
by a common axis orientation there were cells of different eye dominance.
A sequence of cells within one column is formed by cells 1-11 of Text-fig.
15. Here eye dominance ranged from wholly contralateral (group 1) to
strongly ipsilateral (group 6). The two simultaneously recorded cells 5 and
6 were dominated by opposite eyes.

While these results suggested that cells of different ocular dominance
were present within single columns, there were nevertheless indications
of some grouping. First, in twenty-three of the thirty-four multiple
recordings, simultaneously observed cells fell into the same ocular-
dominance group. Secondly, in many penetrations short sequences of cells
having the same relative eye dominance were probably more common than
would be expected from a random scattering. Several short sequences are
shown in Text-fig. 13 and 14. When such sequences consisted of cells with
extreme unilateral dominance (dominance groups 1, 2, 6, and 7) the
undifferentiated background activity was usually also driven predo-
minantly by one eye, suggesting that other neighbouring units had similar
eye preference. If cells of common eye dominance are in fact regionally
grouped, the groups would seem to be relatively small. The cells could be
arranged in nests, or conceivably in very narrow columns or thin layers.

In summary, cells within a column defined by a common field-axis
orientation do not necessarily all have the same ocular dominance; yet
neither do cells seem to be scattered at random through the cortex with
respect to this characteristic.

DISCUSSION
A scheme for the elaboration of simple and complex receptive fields

Comparison of responses of cells in the lateral geniculate body with re-
sponses from striate cortex brings out profound differences in the
receptive-field organization of cells in the two structures. For cortical
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cells, specifically oriented lines and borders tend to replace circular spots
as the optimum stimuli, movement becomes an important parameter of
stimulation, diffuse light becomes virtually ineffective, and with adequate
stimuli most cells can be driven from the two eyes. Since lateral geniculate
cells supply the main, and possibly the only, visual input to the striate
cortex, these differences must be the result of integrative mechanisms
within the striate cortex itself.

At present we have no direct evidence on how the cortex transforms the
incoming visual information. Ideally, one should determine the properties
of a cortical cell, and then examine one by one the receptive fields of all
the afferents projecting upon that cell. In the lateral geniculate, where one
can, in effect, record simultaneously from a cell and one of its afferents, a
beginning has already been made in this direction (Hubel & Wiesel, 1961).
In a structure as complex as the cortex the techniques available would seem
hopelessly inadequate for such an approach. Here we must rely on less
direct evidence to suggest possible mechanisms for explaining the trans-
formations that we find.

The relative lack of complexity of simple cortical receptive fields suggests
that these represent the first or at least a very early stage in the modi-
fication of geniculate signals. At any rate we have found no cells with
receptive fields intermediate in type between geniculate and simple cortical
fields. To account for the spatial arrangements of excitatory and inhibi-
tory regions of simple cortical fields we may imagine that upon each simple-
type cell there converge fibres of geniculate origin having ‘on’ or ‘off’
centres situated in the appropriate retinal regions. For example, a cortical
cell with a receptive field of the type shown in Text-fig. 2C might receive
projections from a group of lateral geniculate cells having ‘on’ field centres
distributed throughout the long narrow central region designated in the
figure by crosses. Such a projection system is shown in the diagram of
Text-fig. 19. A slit of light falling on this elongated central region would
activate all the geniculate cells, since for each cell the centre effect would
strongly outweigh the inhibition from the segments of field periphery
falling within the elongated region. This is the same as saying that a geni-
culate cell will respond to a slit with a width equal to the diameter of its
field centre, a fact that we have repeatedly verified. The inhibitory flanks
of the cortical field would be formed by the remaining outlying parts of the
geniculate-field peripheries. These flanks might be reinforced and enlarged
by appropriately placed ‘off’-centre geniculate cells. Such an increase in
the potency of the flanks would appear necessary to explain the relative
indifference of cortical cells to diffuse light.

The arrangement suggested by Text-fig. 19 would be consistent with our
impression that widths of cortical receptive-field centres (or flanks, in a
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field such as that of Text-fig. 2 F) are of the same order of magnitude as
the diameters of geniculate receptive-field centres, at least for fields in or
near the area centralis. Hence the fineness of discrimination implied by
the small size of geniculate receptive-field centres is not necessarily lost at
the cortical level, despite the relatively large total size of many cortical
fields; rather, it is incorporated into the detailed substructure of the
cortical fields.

Text-fig. 19. Possible scheme for explaining the organization of simple receptive
fields. A large number of lateral geniculate cells, of which four are illustrated in
the upper right in the figure, have receptive fields with ‘on’ centres arranged along
a straight line on the retina. All of these project upon a single cortical cell, and the
synapses are supposed to be excitatory. The receptive field of the cortical cell will
then have an elongated ‘on’ centre indicated by the interrupted lines in the
receptive-field diagram to the left of the figure.

In a similar way, the simple fields of Text-fig. 2. D-@ may be constructed
by supposing that the afferent ‘on’- or ‘off’-centre geniculate cells have
their field centres appropriately placed. For example, field-type G could
be formed by having geniculate afferents with ‘off’ centres situated in the
region below and to the right of the boundary, and ‘on’ centres above and
to the left. An asymmetry of flanking regions, as in field E, would
be produced if the two flanks were unequally reinforced by ‘on’-centre
afferents.

The model of Text-fig. 19 is based on excitatory synapses. Here the
suppression of firing on illuminating an inhibitory part of the receptive
field is presumed to be the result of withdrawal of tonic excitation, i.e. the
inhibition takes place at a lower level. That such mechanisms occur in the
visual system is clear from studies of the lateral geniculate body, where
an ‘off -centre cell is suppressed on illuminating its field centre because of
suppression of firing in its main excitatory afferent (Hubel & Wiesel, 1961).
In the proposed scheme one should, however, consider the possibility of
direct inhibitory connexions. In Text-fig. 19 we may replace any of the
excitatory endings by inhibitory ones, provided we replace the corre-
sponding geniculate cells by ones of opposite type (‘on’-centre instead of
‘off’-centre, and conversely). Up to the present the two mechanisms have
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not been distinguished, but there is no reason to think that both do not
occur.

The properties of complex fields are not easily accounted for by sup-
posing that these cells receive afferents directly from the lateral geniculate
body. Rather, the correspondence between simple and complex fields
noted in Part I suggests that cells with complex fields are of higher order,
having cells with simple fields as their afferents. These simple fields would
all have identical axis orientation, but would differ from one another in
their exact retinal positions. An example of such a scheme is given in
Text-fig. 20. The hypothetical cell illustrated has a complex field like that

Text-fig. 20. Possible scheme for explaining the organization of complex receptive
fields. A number of cells with simple fields, of which three are shown schematically,
are imagined to project to a single cortical cell of higher order. Each projecting
neurone has a receptive field arranged as shown to the left: an excitatory region to
the left and an inhibitory region to the right of a vertical straight-line boundary.
The boundaries of the fields are staggered within an area outlined by the inter-
rupted lines. Any vertical-edge stimulus falling across this rectangle, regardless
of its position, will excite some simple-field cells, leading to excitation of the higher-
order cell.

of Text-figs. 56 and 6. One may imagine that it receives afferents from a set
of simple cortical cells with fields of type G, Text-fig. 2, all with vertical
axis orientation, and staggered along a horizontal line. An edge of light
would activate one or more of these simple cells wherever it fell within the
complex field, and this would tend to excite the higher-order cell.

Similar schemes may be proposed to explain the behaviour of other
complex units. One need only use the corresponding simple fields as
building blocks, staggering them over an appropriately wide region. A
cell with the properties shown in Text-fig. 3 would require two types of
horizontally oriented simple fields, having ‘off’ centres above the hori-
zontal line, and ‘on’ centres below it. A slit of the same width as these
centre regions would strongly activate only those cells whose long narrow
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centres it covered. It is true that at the same time a number of other cells
would have small parts of their peripheral fields stimulated, but we may
perhaps assume that these opposing effects would be relatively weak. For
orientations other than horizontal a slit would have little or no effect on
the simple cells, and would therefore not activate the complex one. Small
spots should give only feeble ‘on’ responses regardless of where they were
shone in the field. Enlarging the spots would not produce summation of
the responses unless the enlargement were in a horizontal direction; any-
thing else would result in invasion of opposing parts of the antecedent
fields, and cancellation of the responses from the corresponding cells. The
model would therefore seem to account for many of the observed properties
of complex fields.

Proposals such as those of Text-figs. 19 and 20 are obviously tentative
and should not be interpreted literally. It does, at least, seem probable
that simple receptive fields represent an early stage in cortical integration,
and the complex ones a later stage. Regardless of the details of the process,
it is also likely that a complex field is built up from simpler ones with
common axis orientations.

At first sight it would seem necessary to imagine a highly intricate tangle
of interconnexions in order to link cells with common axis orientations
while keeping those with different orientations functionally separated.
But if we turn to the results of Part IIT on functional cytoarchitecture we
see at once that gathered together in discrete columns are the very cells
we require to be interconnected in our scheme. The cells of each aggregate
have common axis orientations and the staggering in the positions of the
simple fields is roughly what is required to account for the size of most ot the
complex fields (cf. Text-fig. 9). That these cells are interconnected is more-
over very likely on histological grounds: indeed, the particular richness of
radial connexions in the cortex fits well with the columnar shape of the
regions.

The otherwise puzzling aggregation of cells with common axis orienta-
tion now takes on new meaning. We may tentatively look upon each
column as a functional unit of cortex, within which simple fields are
elaborated and then in turn synthesized into complex fields. The large
variety of simple and complex fields to be found in a single column (Text-
fig. 15) suggests that the connexions between cells in a column are highly
specific. _

We may now begin to appreciate the significance of the great increase
in the number of cells in the striate cortex, compared with the lateral
geniculate body. In the cortex there is an enormous digestion of informa-
tion, with each small region of visual field represented over and over again
in column after column, first for one receptive-field orientation and then
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for another. Each column contains thousands of cells, some cells having
simple fields and others complex. In the part of the cortex receiving
projections from the area centralis the receptive fields are smaller, and
presumably more columns are required for unit area of retina; hence in
central retinal regions the cortical projection is disproportionately large.

Complex: receptive fields

The method of stimulating the retina with small circular spots of light
and recording from single visual cells has been a useful one in studies of the
cat’s visual system. In the pathway from retina to cortex the excitatory
and inhibitory areas mapped out by this means have been sufficient to
account for responses to both stationary and moving patterns. Only when
one reaches cortical cells with complex fields does the method fail, for these
fields cannot generally be separated into excitatory and inhibitory regions.
Instead of the direct small-spot method, one must resort to a trial-and-
error system, and attempt to describe each cell in terms of the stimuli that
most effectively influence firing. Here there is a risk of over- or under-
estimating the complexity of the most effective stimuli, with corresponding
lack of precision in the functional description of the cell. For this reason it
is encouraging to find that the properties of complex fields can be inter-
preted by the simple supposition that they receive projections from simple-
field cells, a supposition made more likely by the anatomical findings of
Part ITI.

Compared with cells in the retina or lateral geniculate body, cortical cells
show a marked increase in the number of stimulus parameters that must be
specified in order to influence their firing. This apparently reflects a con-
tinuing process which has its beginning in the retina. To obtain an optimum
response from a retinal ganglion cell it is generally sufficient to specify
the position, size and intensity of a circular spot. Enlarging the spot
beyond the size of the field centre raises the threshold, but even when
diffuse light is used it is possible to evoke a brisk response by using an
intense enough stimulus. For geniculate cells the penalty for exceeding
optimum spot size is more severe than in the retina, as has been shown by
comparing responses of a geniculate cell and an afferent fibre to the same
cell (Hubel & Wiesel, 1961). In the retina and lateral geniculate body there
is no evidence that any shapes are more effective than circular ones, or
that, with moving stimuli, one direction of movement is better than
another.

In contrast, in the cortex effective driving of simple-field cells can only
be obtained with restricted stimuli whose position, shape and orientation
are specific for the cell. Some cells fire best to a moving stimulus, and in
these the direction and even the rate of movement are often critical.

10 Physiol. 160
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Diffuse light is at best a poor stimulus, and for cells in the area of central
representation it is usually ineffective at any intensity.

An interesting feature of cortical cells with complex fields may be seen
in their departure from the process of progressively increasing specificity.
At this stage, for the first time, what we suppose to be higher-order neurones
are in a sense less selective in their responses than the cells which feed into
them. Cells with simple fields tend to respond only when the stimulus is
both oriented and positioned properly. In contrast, the neurones to which
they supposedly project are concerned predominantly with stimulus
orientation, and are far less critical in their requirements as regards
stimulus placement. Their responsiveness to the abstraction which we call
orientation is thus generalized over a considerable retinal area.

The significance of this step for perception can only be speculated upon,
but it may be of some interest to examine several possibilities. First,
neurophysiologists must ultimately try to explain how a form can be
recognized regardless of its exact position in the visual field. As a step in
form recognition the organism may devise a mechanism by which the
inclinations of borders are more important than their exact visual-field
location. It is clear that a given form in the visual field will, by virtue of
its borders, excite a combination of cells with complex fields. If we displace
the form it will activate many of the same cells, as long as the change in
position is not enough to remove it completely from their receptive fields.
Now we may imagine that these particular cells project to a single cell of
still higher order: such a cell will then be very likely to respond to the form
(provided the synapses are excitatory) and there will be considerable
latitude in the position of the retinal image. Such a mechanism will also
permit other transformations of the image, such as a change in size
associated with displacement of the form toward or away from the eye.
Assuming that there exist cells that are responsive to specific forms, it
would clearly be economical to avoid having thousands for each form, one
for every possible retinal position, and separate sets for each type of dis-
tortion of the image.

Next, the ability of some cells with complex fields to respond in a sus-
tained manner to a stimulus as it moves over a wide expanse of retina
suggests that these cells may play an important part in the perception of
movement. They adapt rapidly to a stationary form, and continuous move-
ment of the stimulus within the receptive field is the only way of obtaining
a sustained discharge (Text-fig. 4H). Presumably the afferent simple-
field cells also adapt rapidly to a stationary stimulus; because of their
staggered fields the moving stimulus excites them in turn, and the
higher-order cell is thus at all times bombarded. This seems an elegant
means of overcoming a difficulty inherent in the problem of movement
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perception, that movement must excite receptors not continuously but in
sequence.

Finally, the above remarks apply equally well to displacements of retinal
images caused by small eye movements. The normal eye is not stationary,
but is subject to several types of fine movements. There is psychophysical
evidence that in man these may play an important part in vision, trans-
forming a steady stimulus produced by a stationary object into an inter-
mittent one, so overcoming adaptation in visual cells (Ditchburn &
Ginsborg, 1952; Riggs, Ratliff, Cornsweet & Cornsweet, 1953). At an early
stage in the visual pathway the effect of such movements would be to excite
many cells repeatedly and in turn, rather than just a few continuously. A
given line or border would move back and forth over a small retinal region;
in the cortex this would sequentially activate many cells with simple fields.
Since large rotatory movements are not involved, these fields would have
the same axis orientations but would differ only in their exact retinal
positions. They would converge on higher-order cells with complex fields,
and these would tend to be activated continuously rather than inter-
mittently.

Functional cytoarchitecture

There is an interesting parallel between the functional subdivisions of
the cortex described in the present paper, and those found in somato-
sensory cortex by Mountcastle (1957) in the cat, and by Powell & Mount-
castle (1959) in the monkey. Here, as in the visual area, one can subdivide
the cortex on the basis of responses to natural stimuli into regions
which are roughly columnar in shape, and extend from surface to white
matter. This is especially noteworthy since the visual and somatic areas
are the only cortical regions so far studied at the single-cell level from
the standpoint of functional architecture. In both areas the columnar
organization is superimposed upon the well known systems of topographic
representation—of the body surface in the one case, and the visual fields
in the other. In the somatosensory cortex the columns are determined by
the sensory submodality to which the cells of a column respond: in one
type of column the cells are affected either by light touch or by bending of
hairs, whereas in the other the cells respond to stimulation of deep fascia
or manipulation of joints.

Several differences between the two systems will at once be apparent.
In the visual cortex the columns are determined by the criterion of receptive-
field axis orientation. Presumably there are as many types of column as
there are recognizable differences in orientation. At present one can be
sure that there are at least ten or twelve, but the number may be very
large, since it is possible that no two columns represent precisely the same
axis orientation. (A subdivision of cells or of columns into twelve groups

10-2
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according to angle of orientation shows that there is no clear prevalence
of one group over any of the others.) In the somatosensory cortex, on the
other hand, there are only two recognized types of column.

A second major difference between the two systems lies in the very
nature of the criteria used for the subdivisions. The somatosensory cortex is
divided by submodality, a characteristic depending on the incoming
sensory fibres, and not on any transformations made by the cortex on the
afferent impulses. Indeed we have as yet little information on what integra-
tive processes do take place in the somatosensory cortex. In the visual
cortex there is no modality difference between the input to one column
and that to the next, but it is in the connexions between afferents and
cortical cells, or in the interconnexions between cortical cells, that the
differences must exist.

Ultimately, however, the two regions of the cortex may not prove so
dissimilar. Further information on the functional role of the somatic cortex
may conceivably bring to light a second system of columns, superimposed
on the present one. Similarly, in the visual system future work may disclose
other subdivisions cutting across those described in this paper, and based on
other criteria. For the present it would seem unwise to look upon the
columns in the visual cortex as entirely autonomous functional units.
While the variation in field size from cell to cell within a column is generally
of the sort suggested in Text-figs. 9 and 15, the presence of an occasional
cell with a very large complex field (up to about 20°) makes one wonder
whether columns with similar receptive-field orientations may not possess
some interconnexions.

Binocular interaction

The presence in the striate cortex of cells influenced from both eyes has
already been observed by several authors (Hubel & Wiesel, 1959 ; Cornehls
& Griisser, 1959; Burns, Heron & Grafstein, 1960), and is confirmed in
Part IT of this paper. Our results suggest that the convergence of in-
fluences from the two eyes is extensive, since binocular effects could be
demonstrated in 84 %, of our cells, and since the two eyes were equally, or
almost equally, effective in 709, (groups 3-5). This represents a much
greater degree of interaction than was suggested by our original work, or
by Griisser and Griisser-Cornehls (see Jung, 1960), who found that only
309, of their cells were binocularly influenced.

For each of our cells comparison of receptive fields mapped in the two
eyes showed that, except for a difference in strength of responses related
to eye dominance, the fields were in every way similar. They were similarly
organized, had the same axis orientation, and occupied corresponding
regions in the two retinas. The responses to stimuli applied to corre-
sponding parts of the two receptive fields showed summation. This should
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be important in binocular vision, for it means that when the two images
produced by an object fall on corresponding parts of the two retinas, their
separate effects on a cortical cell should sum. Failure of the images to fall
on corresponding regions, which might happen if an object were closer than
the point of fixation or further away, would tend to reduce the summation;
it could even lead to mutual antagonism if excitatory parts of one field
were stimulated at the same time as inhibitory parts of the other. It should
be emphasized that for all simple fields and for many complex ones the two
eyes may work either synergistically or in opposition, depending on how
the receptive fields are stimulated; when identical stimuli are shone on
corresponding parts of the two retinas their effects should always sum.

Although in the cortex the proportion of binocularly influenced cells is
high, the mixing of influences from the two eyes is far from complete. Not
only are many single cells unequally influenced by the two eyes, but the
relative eye dominance differs greatly from one cell to another. This could
simply reflect an intermediate stage in the process of mixing of influences
from the two eyes; in that case we might expect an increasing uniformity
in the eye preference of higher-order cells. But cells with complex fields
do not appear to differ, in their distribution among the different eye-
dominance groups, from the general population of cortical cells (Text-fig.
12). At present we have no clear notion of the physiological significance
of this incomplete mixing of influences from the two eyes. One possible
hint lies in the fact that by binocular parallax alone (even with a stimulus
too brief to allow changes in the convergence of the eyes) one can tell
which of two objects is the closer (Dove, 1841; von Recklinghausen, 1861).
This would clearly be impossible if the two retinas were connected to the
brain in identical fashion, for then the eyes (or the two pictures of a
stereo-pair) could be interchanged without substituting near points for
far ones and vice versa.

Comparison of receptive fields in the frog and the cat

Units in many respects similar to striate cortical cells with complex
fields have recently been isolated from the intact optic nerve and the optic
tectum of the frog (Lettvin, Maturana, McCulloch & Pitts, 1959 ; Maturana,
Lettvin, McCulloch & Pitts, 1960). There is indirect evidence to suggest
that the units are the non-myelinated axons or axon terminals of retinal
ganglion cells, rather than tectal cells or efferent optic nerve fibres. In
common with complex cortical cells, these units respond to objects and
shadows in the visual field in ways that could not have been predicted
from responses to small spots of light. They thus have ‘complex’ pro-
perties, in the sense that we have used this term. Yet in their detailed
behaviour they differ greatly from any cells yet studied in the cat, at any
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level from retina to cortex. We have not, for example, seen ‘erasible’
responses or found ‘convex edge detectors’. On the other hand, it seems
that some cells in the frog have asymmetrical responses to movement and
some have what we have termed a ‘receptive-field axis’.

Assuming that the units described in the frog are fibres from retinal
ganglion cells, one may ask whether similar fibres exist in the cat, but have
been missed because of their small size. We lack exact information on the
fibre spectrum of the cat’s optic nerve; the composite action potential
suggests that non-myelinated fibres are present, though in smaller numbers
than in the frog (Bishop, 1933; Bishop & O’Leary, 1940). If their fields are
different from the well known concentric type, they must have little part
to play in the geniculo-cortical pathway, since geniculate cells all appear
to have concentric-type fields (Hubel & Wiesel, 1961). The principal cells
of the lateral geniculate body (those that send their axons to the striate
cortex) are of fairly uniform size, and it seems unlikely that a large group
would have gone undetected. The smallest fibres in the cat’s optic nerve
probably project to the tectum or the pretectal region; in view of the work
in the frog, it will be interesting to examine their receptive fields.

At first glance it may seem astonishing that the complexity of third-
order neurones in the frog’s visual system should be equalled only by that
of sixth-order neurones in the geniculo-cortical pathway of the cat. Yet
this is less surprising if one notes the great anatomical differences in the
two animals, especially the lack, in the frog, of any cortex or dorsal lateral
geniculate body. There is undoubtedly a parallel difference in the use each
animal makes of its visual system: the frog’s visual apparatus is pre-
sumably specialized to recognize a limited number of stereotyped patterns
or situations, compared with the high acuity and versatility found in the
cat. Probably it is not so unreasonable to find that in the cat the specializa-
tion of cells for complex operations is postponed to a higher level, and that
when it does occur, it is carried out by a vast number of cells, and in great
detail. Perhaps even more surprising, in view of what seem to be profound
physiological differences, is the superficial anatomical similarity of retinas
in the cat and the frog. It is possible that with Golgi methods a comparison
of the connexions between cells in the two animals may help us in under-
standing the physiology of both structures.

Receptive fields of cells in the primate cortex

We have been anxious to learn whether receptive fields of cells in the
monkey’s visual cortex have properties similar to those we have described
in the cat. A few preliminary experiments on the spider monkey have
shown striking similarities. For example, both simple and complex fields
have been observed in the striate area. Future work will very likely show
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differences, since the striate cortex of the monkey is in several ways
different morphologically from that of the cat. But the similarities already
seen suggest that the mechanisms we have described may be relevant to
many mammals, and in particular to man.

SUMMARY

1. The visual cortex was studied in anaesthetized cats by recording
extracellularly from single cells. Light-adapted eyes were stimulated with
spots of white light of various shapes, stationary or moving.

2. Receptive fields of cells in the visual cortex varied widely in their
organization. They tended to fall into two categories, termed ‘simple’ and
‘complex’.

3. There were several types of simple receptive fields, differing in the
spatial distribution of excitatory and inhibitory (‘on’ and ‘off’) regions.
Summation occurred within either type of region; when the two opposing
regions were illuminated together their effects tended to cancel. There was
generally little or no response to stimulation of the entire receptive field
with diffuse light. The most effective stimulus configurations, dictated by
the spatial arrangements of excitatory and inhibitory regions, were long
narrow rectangles of light (slits), straight-line borders between areas of
different brightness (edges), and dark rectangular bars against a light back-
ground. For maximum response the shape, position and orientation of
these stimuli were critical. The orientation of the receptive-field axis (i.e.
that of the optimum stimulus) varied from cell to cell; it could be vertical,
horizontal or oblique. No particular orientation seemed to predominate.

4. Receptive fields were termed complex when the response to light
could not be predicted from the arrangements of excitatory and inhibitory
regions. Such regions could generally not be demonstrated; when they
could the laws of summation and mutual antagonism did not apply. The
stimuli that were most effective in activating cells with simple fields—
slits, edges, and dark bars—were also the most effective for cells with
complex fields. The orientation of a stimulus for optimum response was
critical, just as with simple fields. Complex fields, however, differed from
simple fields in that a stimulus was effective wherever it was placed in the
field, provided that the orientation was appropriate.

5. Receptive fields in or near the area centralis varied in diameter from
3-1° up to about 5-6°. On the average, complex fields were larger than
simple ones. In more peripheral parts of the retina the fields tended to be
larger. Widths of the long narrow excitatory or inhibitory portions of
simple receptive fields were often roughly equal to the diameter of the
smallest geniculate receptive-field centres in the area centralis. For cells
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with complex fields responding to slits or dark bars the optimum stimulus
width was also usually of this order of magnitude.

6. Four fifths of all cells were influenced independently by the two eyes,
In a binocularly influenced cell the two receptive fields had the same
organization and axis orientation, and were situated in corresponding parts
of the two retinas. Summation was seen when corresponding parts of the
two retinas were stimulated in identical fashion. The relative influence of
the two eyes differed from cell to cell: for some cells the two eyes were
about equal; in others one eye, the ipsilateral or contralateral, dominated.

7. Functional architecture was studied by (a) comparing the responses
of cells recorded in sequence during micro-electrode penetrations through
the cortex, (b) observing the unresolved background activity, and (c) com-
paring cells recorded simultaneously with a single electrode (multiple
recordings). The retinas were found to project upon the cortex in an orderly
fashion, as described by previous authors. Most recordings were made
from the cortical region receiving projections from the area of central
vision. The cortex was found to be divisible into discrete columns; within
each column the cells all had the same receptive-field axis orientation. The
columns appeared to extend from surface to white matter; cross-sectional
diameters at the surface were of the order of 0-5 mm. Within a given
column one found various types of simple and complex fields; these were
situated in the same general retinal region, and usually overlapped,
although they differed slightly in their exact retinal position. The relative
influence of the two eyes was not necessarily the same for all cells in a
column.

8. It is suggested that columns containing cells with common receptive-
field axis orientations are functional units, in which cells with simple fields
represent an early stage in organization, possibly receiving their afferents
directly from lateral geniculate cells, and cells with complex fields are of
higher order, receiving projections from a number of cells with simple
fields within the same column. Some possible implications of these
findings for form perception are discussed.
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EXPLANATION OF PLATES

PraTE 1

Coronal section through post-lateral gyrus. Composite photomicrograph of two of the
sections used to reconstruct the micro-electrode track of Text-fig. 13. The first part of the
electrode track may be seen in the upper right; the electrolytic lesion at the end of the track
appears in the lower left. Scale 1 mm.

PrAaTE 2

A, coronal section through the anterior extremity of post-lateral gyrus. Composite photo-
micrograph made from four of the sections used to reconstruct the two electrode tracks
shown in Text-fig. 14. The first part of the two electrode tracks may be seen crossing layer 1.
The lesion at the end of the lateral track (to the right in the figure) is easily seen; that of the
medial track is smaller, and is shown at higher power in B. Scales: 4, 1 mm, B, 0-25 mm.
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B o R AR 8 DL R RA, 12 B 3B 8L E 3L )L A9 35 Z R %, (Tzourio-Mazoyer
etal. ,2002) . Jeit & 5 m A —# 4 9 %)L& (Gathers et al. ,2004) . 3%, 12 % (Golarai
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Ak HFHE RN (Tsao et al., 2006; Friewald,
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2006) .
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Allison and McCarthy, 1999) , &3 5| I 45+ R o AL H 4538 3K 3| AP 22 29 JL 34 B 2
& (Kreiman, Koch and Fried, 2000) . ¥ % ¢ 2 F £ & -F12 45 (PET) (Sergent,
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and Phillips, 2000; Germine et al.,2011), s+ FREFOIE, A SFmeE, Ak
Fe B VT Ae A 52 2 IR ) AR A 69 4 % T4 (Duchaine, 2006) .
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